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Abstract—In this paper, we propose an efficient multi-party signature scheme for wireless networks where a given number of signees can jointly sign a document, and it can be verified by any entity who possesses the certified group public key. Our scheme is based on an efficient threshold key generation scheme which is able to defend against both static and adaptive adversaries. Specifically, our key generation method employs the bit commitment technique to achieve efficiency in key generation and share refreshing; our share refreshing method provides proactive protection to long-lasting secret and allows a new signee to join a signing group. We demonstrate that previous known approaches are not efficient in wireless networks, and the proposed multi-party signature scheme is flexible, efficient, and achieves strong security for low-power devices in wireless networks.

Index Terms—Multi-party signature, distributed key generation, elliptic curve cryptosystems.

I. INTRODUCTION

KEYS generated by distributed key generation (DKG) protocols [1] can be used to facilitate multi-party digital signature [1], [2], and it provides great flexibility since not all of designated signees are required to actually perform the signing process. This type of signature schemes should be efficient to be used in low-power devices since smart-cards are the widely accepted implementation platforms for many security functionalities, and in the meantime communication cost in terms of the number of messages and the average size of messages of a scheme should be kept low for efficient execution in a wireless network. Existing multi-party digital signature schemes [1], [3] may not be suitable for low-power devices due to especially high communication cost as power dissipation by an on-board radio transceiver is considered the dominating reason for a short battery life span of these devices.

The first distributed verifiable secret sharing (VSS) is presented in [4], and it is based on Feldman VSS [5] (where each player acts as a dealer). It specifies \( n \) parallel runs of all the players, each player selects a random secret \( z_i \in GF(q) \) (a Galois field) and shares it with other players. The players collaboratively construct a non-disqualified set \( Q \) in which the secret is shared. The random secret \( x \) is set to the sum of the properly received shares from others in \( Q \). In [1], an improved version (in terms of its security) called distributed key generation (DKG) is presented. This protocol can tolerate the attack where an adversary can force the secret key to have a biased distribution in the base field. To do so, an adversary monitors the current disqualified set and response with a complaint to disqualify a particular player such that the last bit of the eventual public key is skewed to 0 with a probability of \( \frac{3}{4} \) rather than \( \frac{1}{2} \). This attack is called the GJR attack (for short) in this paper. Out of total \( n \) players, DKG tolerates up to \( t \) players under control of a static adversary for \( n \geq 2t + 1 \). However, DKG is expensive and incurs a long latency due to one extra stage right before public key extraction with cost in tantamount to the distributed VSS protocol. In [1], a multi-party signature scheme using the distributed VSS is proposed but with a \( q_H \) factor security degradation as compared with that based on keys from DKG, where \( q_H \) is the upper bound of queries to the underlying Oracle by an adversary. One challenging problem is to devise a multiparty digital signature scheme with strong security and efficiency for low-power devices.

Existing DKG protocols are based on either the discrete logarithm problem (DLP) over a finite field or the integer factorization problem (IFP). Due to subexponential algorithms to IFP and DLP [6], [7], Elliptic curve cryptosystems (ECC) are safe against common algorithmic techniques. There is no specific subexponential algorithm for elliptic curve discrete logarithm problem (ECDLP) if some precaution is exercised. Shorter keys can be safely used, and with ECC, a small key size means energy savings and latency reduction in wireless communications [8].

In order to enable distributed key generation based on the intractability of ECDLP, the keys are generated from the additive finite group where secret sharing arithmetic operations cannot be directly performed since a finite field structure is essential.
for polynomial interpolation. In this paper, we propose a novel approach to distributed key generation, which enjoys the security stemming from the intractability of ECDLP as well as computation and communication efficiencies. Our approach to the secret share generation is based on a Galois field so that secret sharing arithmetic operations are still performed in the base Galois field; in contrast, the public information including the public key is expressed as points in the elliptic curve additive group.

It is challenging to design distributed key generation schemes for low-power devices when an adaptive adversary is present, and computing resources are seriously limited on these devices. An adaptive adversary as defined in [9], [10] can select a player to attack based on the adversary’s dynamically gathered information at run-time. In each round, the adversary can perform necessary computation and generate messages and send them out before any honest player can. We adopt this type of adaptive model. The difference between an adaptive adversary and a static adversary lies in the decision time when honest players are selected to be attacked. DKG cannot prevent an adaptive adversary from corrupting a player before the public key is extracted [1], [9].

On one hand, in order to add a player to the share group, share refreshing is required so that the added player can contribute to the shares while keeping the public key intact. On the other hand, to protect long-lasting applications, shares are vulnerable to cumulative cryptanalysis attack and partial information leakage. To protect the secret while allowing the secret sharing, proactive share refreshing is one such promising solution (cf. [9], [11] for DLP based systems and [12] for ECDLP based system). There are a few properties to be met for any share refreshing scheme to be useful: (1) the refreshing process does not leak any extra information than the original scheme, (2) the public key has to remain intact before and after share refreshing, (3) the refreshing cost (in terms of number of messages, message sizes and processing overhead) should be a small fraction of the key generation cost. Property (2) will ensure that there is no interruption of operation since users can still use the same public key. Property (3) will make sure that the refreshing process is more efficient than generating a new public key. To the best of our knowledge, this share refreshing issue in the context of distributed key generation has not been addressed.

The main contributions of this paper are: 1) a secret sharing protocol using elliptic curve cryptosystems, 2) a proactive share refreshing protocol, and 3) a multi-party digital signature scheme using these secret sharing and share refreshing protocols. Both the secret sharing protocol and share refreshing protocol are efficient in communications and processing, and the derived multi-party signature scheme is suitable for low-power devices in wireless networks. The secret sharing protocol and the share refreshing protocol are invariable to both static and adaptive adversaries, and possess the aforementioned three properties. Our secret sharing protocol uses bit commitment [13] which allows each player to contribute its share in an asynchronous manner. The bit commitment approach significantly reduces the computation overhead as well as the communication cost as compared to DKG. Since our signature scheme is based on keys from a strong key generation protocol, there is no security degradation associated with the proposed scheme. The key share refreshing process finishes in a single round. Hence the signing process of the proposed multi-party signature scheme incurs low latency.

Some of the notations and acronyms that are used throughout this paper are listed in Table I. The rest of paper is organized as follows. The proposed secret sharing and share refreshing protocols are described in Section II. The multi-party digital signature scheme is presented in Section III. Performance analysis of the scheme is presented in Section IV. Section V concludes this paper.

<table>
<thead>
<tr>
<th>TABLE I NOTATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECDLP             : Elliptic curve discrete logarithm problem</td>
</tr>
<tr>
<td>IFP               : Integer factoring problem</td>
</tr>
<tr>
<td>DKG               : Distributed key generation</td>
</tr>
<tr>
<td>A-DKG             : Adaptive DKG [9]</td>
</tr>
<tr>
<td>VSS               : Verifiable secret sharing</td>
</tr>
<tr>
<td>RTT               : Round-trip time of messages</td>
</tr>
<tr>
<td>A-ECDKG           : Adaptive elliptic curve DKG</td>
</tr>
<tr>
<td>ECSVP             : Elliptic curve share verification protocol</td>
</tr>
<tr>
<td>GJKR              : An attack to VSS from Gennaro et al. [1]</td>
</tr>
<tr>
<td>SRP               : Secret share refreshing protocol</td>
</tr>
<tr>
<td>MiDS              : Proposed multi-party digital signature</td>
</tr>
<tr>
<td>MiDS-S            : Signature signing algorithm of MiDS</td>
</tr>
<tr>
<td>MiDS-V            : Signature verification algorithm of MiDS</td>
</tr>
<tr>
<td>q                  : Order of a non-smooth prime</td>
</tr>
<tr>
<td>GF*(q)            : Induced multiplicative group of GF(q)</td>
</tr>
<tr>
<td>w_i               : i-th player’s identification</td>
</tr>
<tr>
<td>{q_i}             : Local non-disqualified set by player i</td>
</tr>
<tr>
<td>S_i               : {w_1, w_2, ..., w_i-1, w_i+1, ..., w_n}</td>
</tr>
<tr>
<td>E/GF(q)           : Additive group on a proper curve E</td>
</tr>
<tr>
<td>T                  : The base point in E/GF(q)</td>
</tr>
<tr>
<td>p                  : Key order</td>
</tr>
<tr>
<td>&lt; T &gt;             : A group derived from elliptic curve point T</td>
</tr>
<tr>
<td>{T}_x              : Abscissa coordinate of elliptic curve point T</td>
</tr>
<tr>
<td>G                  : Main subgroup of &lt; T &gt; for cryptography</td>
</tr>
<tr>
<td>w_i                : Point add operator over G</td>
</tr>
<tr>
<td>f_i(·)             : Point summation under w_i</td>
</tr>
<tr>
<td>f_t(·)             : Order τ polynomial in GF(q) generated by player i</td>
</tr>
<tr>
<td>P_j(·)             : A public point generated by player j on f_i(·)</td>
</tr>
<tr>
<td>s_j                : f_i(w_j) ∈ GF(q) computed by player i</td>
</tr>
<tr>
<td>M_{max}            : Maximum message size</td>
</tr>
</tbody>
</table>

II. PROPOSED SECRET SHARING AND SHARE REFRESHING SCHEMES

We assume that each player has a unique random identification number w_i in GF(q) and players know these numbers of each other. We use w_i for the i-th player or its identification whenever the context is clear. In addition, a point scalar multiplication (a point multiplied by a scalar in GF(q)) and point addition are performed in the elliptic curve main subgroup denoted by G with a base point T, all other arithmetic operations are performed in finite field GF(q) unless otherwise specified. We also assume that there is another point T’ in G whose discrete logarithm with respect to T is unknown to any of these n players, and for the share refreshing purpose, the duration of the protocol execution is split into equal time slots.

We next describe the adaptive elliptic curve distributed key generation scheme (A-ECDKG). A-ECDKG uses six basic modules, that is, 1) the elliptic curve share verification protocol (ECSVP) on secret shares of non-disqualified players, 2) the key distribution algorithm (KD), 3) the key verification
algorithm (KV), 4) the key check algorithm (KC), 5) the key nonce algorithm (KN), and 6) the key generation algorithm (KG).

Let $Q$ be a set of non-disqualified members, initially set to include all players, and all players in $Q$ precompute a share $(d_i$ for $w_i)$ of a common known number $d$. The A-ECDKG protocol (in the view of an individual player $w_i$) is given below:

**Protocol 1: A-ECDKG($w_i, Q = \{w_1, w_2, \cdots, w_n\}$)***

1. Execute: set $Q_i = Q$  
2. KD($w_i, t, T$)  
3. KV($w_i, t, T$)  
4. Erase $s_{ji}$ for $j \in S_i$ and send $d_i$  
5. while(1) {
   receive shares of $d$
   if (at least $t + 1$ shares of $d$ are available) {
      compute $d$ using Lagrangian interpolation
      run ECSVP($d, w_i)$
   } /* end of if */
   if KN($w_i, t, Q_i$) returns false, then run KG($w_i, Q_i$)  
6. } /* end of while */
7. KC($w_i, t, Q_i$)

The ECSVP protocol uses the Schnorr three-proof technique [14] and it follows Canetti’s share verification approach in [9] in a quite straightforward manner, and its security is built upon the intractability of ECDLP. ECSVP uses a common challenge $d$, which is precomputed using DKG in the base finite field GF(q), and at least $t + 1$ shares of $d$ are needed during the interpolation process. This common challenge $d$ is then used in ECSVP to verify the shares of players in the non-disqualified set. ECSVP is shown in Protocol 2.

**Protocol 2: ECSVP($d, w_i$)**

1. Precompute: $w_i$ preselects a one-time random number $r_i$ and broadcasts point $T_i = r_i T$.  
2. Execute:
   1. (2-a) broadcast $u_i = r_i + d(f_i(0))$  
   2. (2-b) check whether $U_j = T_j \cup (d(P_{j0}))$  
      where $\cup$ is the point addition and $U_j = q_i T_i$. If the equality in (2) does not hold, $w_i$ complains against player $w_j$.  
   3. (2-c) On receiving a complaint against $w_j$, broadcast $s_{ji}$.  
3. If more than $t$ total complaints against $w_j$ are received, $w_j$ is excluded from the non-disqualified set.

**Remark:** The common challenge $d$ in ECSVP cannot be used more than once, the reason is as follows: an adversary can solve (1) for $r_i$ and broadcast adjusted $T_i$ (as a point) in Step (1). Then instead of broadcasting $q_i$, the adversary broadcasts $r_i$ in Setup (2-a) which would still satisfy (2). However, the above method cannot be employed by an adversary when $d$ is used for the first time since the common $d$ is only available to a player when at least $t + 1$ shares of $d$ is made available by other players. Also since all players are literally synchronized when $d$ is made available (all shares of $d$ are broadcast), adversary players colluding on $d$ cannot employ this method either.

Next, we present algorithms of KD, KV, KC, KN, and KG.  

**Algorithm 1: KD($i, t, T$) (at $p_i$)**

1. Initialization: pick $(2t + 2)$ random numbers uniformly, $a_{ik} \in GF(q)$ and $b_{ik} \in GF(q) \ (0 \leq k \leq t)$, as polynomial coefficients to generate two polynomials of degree $t$ as follows:
   $$f_i(z) = \sum_{k=0}^{t} a_{ik} z^k, \quad f'_i(z) = \sum_{k=0}^{t} b_{ik} z^k$$  
   - compute $s_{ij} = f_i(w_j)$ mod $p$, and $s_{ij}' = f'_i(w_j)$ mod $p \ (j \in S_i)$.  
   - compute $(t + 1)$ public values: $P_{ik} = (a_{ik}T) \cup (b_{ik}T') \ (0 \leq k \leq t)$.  

2. Dissemination of private information: send a message containing $s_{ij}$ and $s_{ij}'$ to $w_j$ using the private channel between $w_i$ and $w_j \ (j \in S_i)$.  
3. Dissemination of public information: broadcast a message containing $\{P_{ik}[0 \leq k \leq t]\}$.  

**Algorithm 2: KV($i, t, T$) (at $p_i$)**

1. Receive $s_{ji}$ and $s_{ji}'$ sent by $w_j \ (j \in S_i)$, then for $j \in S_i$, do the following:  
2. Verify $(s_{ji}T) \cup (s_{ji}'T') = \sum_{k=0}^{t} (w_i k P_{jk})$.  
3. broadcast a complaint against $w_j$, if (3) fails for $w_j$.  
3. broadcast $s_{ij}$ and $s_{ij}'$ that satisfy (3), if $w_i$ receives a complaint to him from $w_j$.  

**Algorithm 3: KC($i, t, Q_i$) (at $p_i$)**

1. Update share $s_i$: $w_j$ is removed from $Q_i$ and update $s_i = \sum_{j \in Q_i} s_{ji}$, if one of the following two conditions holds:  
2. received $t + 1$ or more distinct complaints against $w_j$.  
3. received a re-broadcast $s_{ji}$ and $s_{ji}'$, but the received $s_{ji}$ and $s_{ji}'$ still falsifies (3).  

**Algorithm 4: KN($i, t, Q_i$) (at $p_i$)**

1. if $|Q_i| \leq t$, return false.  
2. broadcast a nonce containing $w_i$ and freeze $Q_i$.  
3. receive nonces.  
4. if nonces from all players in $Q_i$ are received, then return true.  

**Algorithm 5: KG($i, Q_i$) (at $p_i$)**

1. Generate public key:  
2. compute $A_{i0} = a_{i0}T$ and broadcast $A_{i0}$.  
3. receive $A_{jo}$ ($j \in Q_i$) and compute public key as $y_i = \sum_{j \in Q_i} A_{jo}$.  

**Remark 1:** Since the process of generating the common challenge $d$ needs to wait for at least $t + 1$ DKG shares to be available, the process of A-ECDKG can be considered in functionality as a two-protocol round, where the first round is to obtain the identifiers of the non-disqualified set of players and to wait for shares of $d$, and the second round is to refine the non-disqualified set by excluding players who fail the
share verification process ECSVP. The criterion to exclude a player is the same as that in DKG in which at least \( t + 1 \) complaints including complaints received before ECSVP are received against an excluded player.

**Remark 2:** As an alternative, a more efficient method, in terms of communication (eliminating the KN stage), is to use a hard timeout right before the extraction of public key. It is quite straightforward to see that this method is also invulnerable to the GJKR attack. The timeout interval can safely set to the half of the longest round-trip time (RTT) of all pairs of these players in question.

**Remark 3:** The precomputation involving execution of an instance of DKG is purely for the purpose of multi-party zero-knowledge proof. As an alternative, for a smart-card implementation, this precomputation step can be avoided by simply hardcoding a seed \( d_i \) initially to player \( i \)'s, and deriving successive \( d_i \) from the seed by following a hash chain if the scheme needs to start over after a public key invalidation.

**Property 1:** A-ECDKG is invulnerable to the GJKR attack.

**Proof:** By the simulation done in [1], we know that the oracle would have been able to construct the public key without a biased distribution in the base field before the execution of KG when the KN algorithm collects at least \( t + 1 \) nonces and the cardinality of \( Q_i \) is greater than \( t \).

Since the honest players will follow the protocol, and their respective non-disqualified set is settled before the execution of KG algorithm. Due to the fact that nonces are already received in all after the public key shares \( \{ A_{i0} \} (i \in Q) \) are broadcasted at each player. Therefore, the non-disqualified set after the KG algorithm should remain the same since the only messages allowed in the KG algorithm are the (public) values of public key shares. These messages are not able to change the internal state of the protocol, i.e., removal of an honest player from the non-disqualified set. The property follows.

We next propose the Share Refreshing Protocol (SRP) as shown in Protocol 3. This algorithm will be executed when a new player joins. The protocol uses four algorithms, namely, the Key Refreshing Distribution algorithm (KRD), the Key Refreshing Verification algorithm (KRV), the Key Refreshing Check algorithm (KRC) and the Key Refreshing Nonce algorithm (KRN).

**Protocol 3:** SRP: Share Refreshing Protocol at \( w_i \)

1. **Execute:** set \( \hat{Q}_i = Q \)
2. KRD\((w_i, t, T)\)
3. KRV\((w_i, t, T)\)
4. while(0) {
   1. KRC\((w_i, t, \hat{Q}_i)\)
   2. if KRN\((w_i, t, \hat{Q}_i)\) returns false, exit
   3. if \(| \hat{Q}_i| < t + 1 \)
      A-ECDKG\((w_i, Q)\)
}

**Algorithms 7:** KRV\((i, t, T)\)

1. receive \( \hat{s}_{ji} \) sent by \( w_j \) \((j \in Q) \), then for \( j \in Q \), do the following:
   1. verify \( \hat{s}_{ji} T = A_{j0} + \sum_{k=1}^{t} (w_i k \hat{A}_{jk}) \).

2. broadcast a complaint against \( w_j \), if (4) fails for \( w_j \).
3. broadcast \( \hat{s}_{ij} \) that satisfies (4), if \( w_i \) receives a complaint to him from \( w_j \).

**Algorithm 8:** KRC\((i, t, \hat{Q}_i)\)

1. update share \( \hat{s}_i \): \( w_j \) is removed from \( \hat{Q} \) and update \( \hat{s}_i = \sum_{j \in \hat{Q}_i} \hat{s}_{ji} \), if one of the following two conditions holds:
   1. received \( t + 1 \) or more distinct complaints against \( w_j \).
   2. received a broadcast \( \hat{s}_{ji} \), but the received \( \hat{s}_{ji} \) still falsifies (4).

**Algorithm 9:** KRN\((w_i, t, Q_i)\)

1. if \( |Q_i| \leq t \), return false.
2. broadcast a nonce containing \( w_i \) and freeze \( Q_i \).
3. receive nonces.
4. if nonces from all players in \( Q_i \) are received, then return true.

**Remark 1:** When \( \hat{Q} \neq Q \), y is invalidated by SRP, replay of old \( A_{i0} \) is not possible since \( A_{i0} \neq A_{i0} \) is used in SRP. The security of SRP is provided by the Pedersen VSS since the public key was unbiasedly selected by A-ECDKG.

**Remark 2:** \( \{ s_{ji} \} j \in Q \) at \( w_i \) can be removed after they are used in A-ECDKG since SRP does not require it.

**Remark 3:** In practice, when a new member joins, only \( t + 1 \) players need to readjust their polynomial constants \( a_{ik} \) since the protocol can work against up to \( t \) colluding players. In SRP, we readjust all players in \( Q \) for the sake of simplicity.

**Remark 4:** In most cases, a public key is generated, a timestamp and expiration date is associated with it. Therefore, before the key is about to expire, a SRP execution is deemed necessary.
Note that up to $t$ corrupted players can maliciously impersonate up to $t$ honest players, thus, when there are at least $t + 1$ honest players left in the worst-case, the protocol will not invalidate the public key. Hence the uniqueness of the non-disqualified set of SRP follows.

Denote the common non-disqualified set by $Q$, the following Property 2 gives the consistency of the public key of SRP, and Property 3 gives the secrecy of SRP on the shared secret of the group and secret shares of honest players.

Property 2: The public key $y$ is still valid unless the cardinality of $Q$ is fewer than $t + 1$.

Proof: Consider the following polynomial (5):

$$F(z) = \left( \sum_{k \in Q} a_{k0} + \hat{a}_{k0} \right) + \sum_{i=0}^{t} \left( \sum_{k \in Q} \left( a_{ki} + \hat{a}_{ki} \right) \right) z^i$$

(5)

where, the coefficients are unknown. The shared secret is the constant term of $F(z)$, i.e., $F(0)$. The public key is $y = F(0)T$. When some player $(w_i)$ in $Q$ is excluded during SRP (i.e., $w_i$ failed the share verification process), its contribution to $F(z)$ is public knowledge since $s_j$ for $j \neq i \in Q$ are broadcast. This process is equivalent to the addition of the secret $F(0) - f_i(0)$ by a known constant $f_i(0)$. Since there are at least $t + 1$ players, the public key $y$ can be safely used by the non-disqualified players.

Property 3: SRP does not leak information of players in the non-disqualified set.

Proof: There are two cases: (1) no member joins and (2) a new member joins. For Case (1), this is the same procedure as Pedersen VSS under the assumption that there are no more than $t$ corrupted players during the refreshing interval since all polynomials are refreshed, i.e., all coefficients of polynomials are random in $GF(q)$. For Case (2), each member contributes a random piece to the secret $a_{00}$ and more than $t$ existing players contribute to the new member’s shared secret, this does not give away any information with regard to the new member’s shared secret (this scheme is $t + 1$ sharing). The rest of the argument follows from the simulation of the standard Pedersen VSS.

III. MULTI-PARTY DIGITAL SIGNATURE SCHEME USING A-ECDKG

In this section, we show how to sign documents using this A-ECDKG presented in Section II. The approach is to allow a group of individual players (each) generate a partial signature. Then the final signature is combined from these partial signatures. It is named as Multi-party Digital signature (MiDS) scheme. We shall show that fewer than $t + 1$ players cannot forge a signature. MiDS is the elliptic curve version of the Schnorr signature scheme [14] and the corresponding threshold Schnorr signature scheme [1] under A-ECDKG. It is open to build a threshold signature scheme other than Schnorr type using this distributed key generation technique, e.g., El-Gamal type.

Denote the message to be signed by $m$, and the partial signature from $w_i$ by $\text{sig}_i$, and the final complete signature by $\text{sig}$. Algorithm 10 and Algorithm 11 show that $t + 1$ players can sign a document which can only be verified using the group public key $y$ generated by A-ECDKG. We denote MiDS-S and MiDS-V as the signing algorithm and verifying algorithm of MiDS, respectively. We assume that there are $n$ players and $w_i$ has a secret share $s_i$ and the public key $y$ is certified and is known to all. By the protocol of A-ECDKG, the public share $y_i$ of $w_i$ can be computed using only public information and it equals to $s_i T$ ($y_i = s_i T$). $H(\ldots)$ in Algorithm 10 is the collision-resistant one-way hash function which takes two arguments of the same bit length as input.

Algorithm 10: MiDS-S$(w_i, m, s_i, y)$

1) run A-ECDKG to generate a one-time secret share $k_i$, the corresponding one-time public key $r = kiT$, and the one-time public share $r_i = k_iT$. (Note that $k_i$ is unknown to any player by the properties of A-ECDKG.)

2) compute $c = H(m, \{r\}_x)$, where $\{r\}_x$ is for $x$-coordinate of point $r$.

3) broadcast the following sig$^i$,

$$\text{sig}_i = k_i - \prod_{i \neq j} \left( w_j (w_i - w_j)^{-1} \right) s_i.$$  

(6)

where, $(w_i - w_j)^{-1}$ is the precomputed multiplicative inverse element of $(w_i - w_j)$ in $GF^*(q)$.

4) receive partial signatures: if the following received partial signature set SIG$^i$, has cardinality fewer than $t$, return failure.

$$\text{SIG}_i = \left\{ \text{sig}_j | \text{sig}_j.T = r_j - c \sum_{j \neq i} w_j (w_j - w_i)^{-1} y_j \right\}$$

5) generate signature: pick $t$ partial signatures from SIG$^i$, and add them to sig$^i$, to generate the complete signature $(c, \text{sig})$.

Algorithm 11: MiDS-V$(c, \text{sig}, m)$

1) compute $r = H(c, \{\text{sig}\}.T) \cup (-c).y$.

2) verify $c = H(m, \{r\}_x)$, accept the signature if it passes the test.

Note that one of the reasons to use a random one-time secret upon which all player agree, via A-ECDKG, is to ensure that a nontrivial one-time secret is used and no information regarding the secret shares can be revealed. SRP can be used to refresh the secret shares periodically or allow a new signee to join an existing group, and A-ECDKG enables secret sharing in the presence of static and adaptive adversaries. Hence MiDS is flexible and adaptively secure; moreover, MiDS is efficient since secret shares can be generated in A-ECDKG with much less communication cost in terms of data exchanges and the number of messages required as compared to DKG [1].

The verification of message $m$ for given signature $(c, \text{sig})$ simply follows the verification of Schnorr signature scheme as the actual steps are shown in Algorithm 11. Notice that for any $(t + 1)$ shares, we have (which cannot be computed directly in the protocol by any single signee)

$$\text{private key = sum}_{i=1}^{t+1} \left( \prod_{j=1, j \neq i}^{t+1} \left( w_j (w_i - w_j)^{-1} \right) s_i \right) \mod p,$$

the correctness of the verification process then follows using the same argument as in [14].

Due to the intractability of ECDLP and the elliptic curve Diffie-Hellman problem (i.e., compute $rsT$ from point $sT$...
and $rT$), the signature has the non-forgery property against any adversary. Property 4 shows the threshold non-forgery property of MiDS.

**Property 4:** The non-forgeability of MiDS: fewer than $t + 1$ players cannot forge the signature.

**Proof:** We first show that a reduction from MiDS to the Schnorr scheme is possible in polynomial time with a finite number of messages. Then the non-forgery property under the chosen message attack follows from that of Schnorr scheme in which the existential forgery can possibly lead to a non-negligible probability of success of finding the discrete logarithm of ECDLP in polynomial time.

By the secrecy of A-ECDK and Property 1, $k$ is unknown to all players and $r$ follows a uniform distribution in $G$. Therefore $c$ follows a uniform distribution in the base field. Due to the lack of the required number of degree of freedoms, simultaneously solving systems of equations in the form of (6) is not possible even with two additional constraints: $k = k_1 + k_2 + \cdots + k_n$, and the Lagrangian interpolation equation (i.e., $t + 1$ secret shares when combined using Lagrangian interpolation are equal to the private key $s$).

Without loss of generality, when the first $t$ players collude, to generate a valid signature, we need to obtain the unknowns $k_{t+1}$ and $s_{t+1}$ which are subject to (6). Due to the fact that $k$ is unknown, and the shared secret is unknown, this system still lacks one degree of freedom. Since the simulator cannot access more than $t$ players during one course of execution, it is not able to directly generate the valid $\text{sig}$ for a given $c$ which can pass the test in Algorithm 11.

With the random oracle, the simulator can initiate $t + 1$ parallel runs with randomly selected $t + 1$ signees. For each run, the simulator randomly feeds messages to Algorithm 10 to obtain two partial signatures $\{\text{sig}', \text{sig}''\}$. When these $\{\text{sig}'\}$ and $\{\text{sig}''\}$ (1 $\leq i \leq t + 1$) are combined as in Algorithm 10, it can yield two instances with two valid signatures $(c', \text{sig}')$ and $(c'', \text{sig}'')$. Let

$$r = ((\text{sig}')(T)W) \cdot ((-c')y) = ((\text{sig}'')(T)W) \cdot ((-c'')y).$$

From Lemma 2 in [15], we know this probability is non-negligible. From (7), following the same argument in the proof of Theorem 3 in [15] in the base field $GF(q)$ instead of $Z/pZ$, the ECDLP can be solved with non-negligible probability of success. The solution to $\log(y)$ is then $\log(y) = (\text{sig}' - \text{sig}'')(c' - c'')^{-1}$, Therefore, the intractability of ECDLP ensures the non-forgeability of MiDS.

### IV. PERFORMANCE ANALYSIS

Since Kobitz curves are used in A-ECDK, SRP and MiDS for our quantitative results, a brief description of Kobitz curve is given as follows. This type of curves has the following form: $y^2 + xy = x^3 + ax^2 + 1$, where $a \in GF(2)$. The domain parameters are given as follows: 1) Threshold value $t$ and one field element for the coefficient $a$ corresponding to a unique quintuple. 2) Field representation type, for polynomial basis, the irreducible polynomial and its coefficients are required; for normal basis, which is most efficient for raising the unique identification number $w_i$ to a power fewer than $(t + 1)$, the base element $\theta$ of the basis is needed. 3) Point representation, point compression type, coordinate system type and the selected point whose order must have a large prime factor $p$ ($p > 2^{160}$) which is almost guaranteed for an ABC curve. 4) Cofactor $h$ which can be either 2 or 4 since $m$ has to be a prime, and $h$ is multiplied by $p$ which results in the total number of points in the group $E/GF(2^m)$.

We next analyze the overhead of A-ECDKG, SRP, and MiDS including computation, communications and memory. Table II shows the computation cost excluding precomputation cost, where $\omega_1 = (n - 1)(t + 1) log_2(t + 1)$, $\omega = n(t + 1) log_2(t + 1)$. Each cell in Table II is in $(x, y)$ format, where $x$ is the measure for the field arithmetic cost on $G$ – the elliptic curve main subgroup, and $y$ is the corresponding arithmetic cost on $GF(q)$. Note that the hash cost is excluded for MiDS-S and MiDS-V in Table II. Our bounds are not very tight for large $t$, and for large $t$, Stirling approximation on the bounds to the cost of polynomial evaluations using repeat squaring could lead to tighter upper bounds. For those refreshing algorithms, we use the case where one member joins an existing group with a total number of $(n + 1)$ players including the new member. Table III shows the number of messages involved in these algorithms and protocols where $\omega' = (t + 1) log_2(p)$. The transmission column and message size column in Table III consist of two expressions in $(x, y)$ format, where $x$ is the transmission cost or sizes of messages via the private channel, $y$ is the corresponding measure via the broadcast channel. Note that the reception message sizes can be derived by adding corresponding private message sizes with public message sizes.

Note that in Table II, for the computation costs of MiDS-S and MiDS-V, the cost of key generation is excluded. In
Table II, the evaluation of an exponent in GF(q) uses repeated squaring and the evaluation of point scalar multiplication in G' uses τ-adic Non-Adjacent Form which eliminates point doubling and converts a point scalar multiplication to point addition operations. Point scalar multiplication can be performed in a fraction of a millisecond in a typical embedded processor (with a moderately capable finite field coprocessor [16]) at 200 MHz for National Institute of Standards and Technology (NIST) anomalous binary curve (ABC) [17] with 163 bit key in GF(2^{163}) (i.e., the main subgroup also has an order of length of 163 bits). Table IV shows the overall worst-case communication cost comparison among A-ECDKG, DKG and adaptive DKG [9], where q' is the length of DKG, and Ψ(x, y) = (2 log2(x), (t + 1) log2(y)). Since log(q) ∼ log(p) ∼ 1/6 log(q'), for practical applications with a similar level of security [8], A-ECDKG can conserve more energy when compared to either DKG or adaptive DKG. Similar results hold for MidS as shown in Table V.

Note that although in Table III the reception overhead in the KC and KRC algorithms are included in a loop, the number of received messages must be bounded above by the total number of messages actually transmitted. In Table III, the message sizes vary. However, round-trip time (RTT) (over Internet via wireless access) is the dominating factor on latency incurred during a successful key generation with a typical hardware implementation with a coprocessor. On energy consumption, the message sizes matter the most on both the radio transmitter and the receiver. Compared to DKG over finite afiel, message sizes of public information in KD are reduced by a factor less than 1/6, and message sizes of other messages represented by elements in the base field are also reduced proportionally under the same level of security since a smaller finite base field is used by A-ECDKG than that by DKG. Likewise, the sizes of these partial signature messages generated by MidS-S are also reduced by a factor less than 1/6 than those in other known schemes [1], [3].

Since the signing process of MidS only requires a 1/2 of message round-trip time to collect these partial signatures after the secret shares and corresponding public key are generated, message transmission delay dominates the time to generate the signature by each signee. As an example, in a typical embedded processor at 200 MHz with a coprocessor, the partial signature can be obtained in around 51 ms on 163 bit NIST ABC curve with a 100 ms RTT after the distributed keys are made available by A-ECDKG, and the actual signature can be generated in 75 ms for t = 4 after precomputation which incurs once after an A-ECDKG or a single SRP execution. MidS-V requires merely two scalar multiplication operations and one addition operation of elliptic curve points. This can be completed in less than 10 ms on the same hardware platform as above.

Table VI shows the worst-case memory requirements for each algorithm of A-ECDKG, SRP and MidS, where C is the buffer size independent of n and t for intermediate results. In the worst case, the memory requirement at each signee linearly depends on the total number of signees during key generation and share refreshing. Due to the fact that hardware configuration is set up for the worst case in common practice, signing and verifying processes do not affect the hardware configuration. In general, for a moderate group size of signees in practice, common hand-held devices can satisfy these memory requirements. Due to the shorter key in A-ECDKG, the worst-case memory requirements of A-ECDKG and MidS are also shorter than those of DKG and DKG based signature scheme, respectively.

V. CONCLUSION

In this paper, a novel and efficient multi-party signature scheme is proposed. The protocol is based on A-ECDKG which is invulnerable to both static and adaptive adversaries. This protocol is efficient and suitable for hand-held devices in a wireless network.
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