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Abstract—A wireless video communication system can be
designed based on the rate-distortion (R-D) criterion, i.e., min-
imizing the end-to-end distortion (which includes quantization
distortion and transmission distortion) subject to the transmis-
sion bit-rate constraint. The minimization can be achieved by
adjusting the source encoding parameters and channel encoding
parameters. This R-D optimization (RDO) is usually done for
each video frame individually in a real-time video communication
system, e.g. video calls or videoconferencing. To achieve this, an
accurate bit-rate model and distortion model for each frame
can be used to reduce the RDO complexity. In this paper, we
derive a source bit-rate model and quantization distortion model;
we also improve the performance bound for channel coding
under a convolutional code and a Viterbi decoder, and derive
its performance bound under a Rayleigh block fading channel.
Given the instantaneous channel condition, e.g., signal-to-noise
ratio (SNR) and transmission bit-rate constraint, we design an R-
D optimized cross-layer rate control (CLRC) algorithm by jointly
choosing quantization step size in source coding and code rate
in channel coding. Experimental results show that our proposed
R-D models are more accurate than the existing R-D models.
Experimental results also showed that the rate control under
our models has more stable R-D performance than the existing
rate control algorithms; using the channel estimation, CLRC
can further achieve remarkable R-D performance gain over that
without channel estimation. Another important result is that the
subjective quality of our CLRC algorithm is much better than the
existing algorithms due to its intelligent reference frame selection.

Index Terms—Cross-layer rate control (CLRC), end-to-end
distortion, rate-distortion optimization (RDO), fading channel,
wireless video, joint source channel coding (JSCC)

I. INTRODUCTION

Under the prevalence of 3G/4G network and smart phones
nowadays, real-time mobile video applications, e.g., video-
phone calls, are becoming more and more popular. However,
transmitting video over mobile phone with good quality is
particularly challenging since the mobile channels are subject
to multipath fading, and therefore the channel condition may
change from frame to frame. Given the instantaneous channel
condition, e.g., SNR and transmission bit-rate, the minimum
end-to-end distortion under the transmission bit-rate constraint
can be achieved by optimally allocating the transmission bit-
rate between source bit-rate and redundant bit-rate incurred by
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channel coding. In a practical wireless video communication
system, this can be achieved by jointly adjusting the source
encoding parameters, e.g, quantization step size, in the video
encoder, and channel encoding parameters, e.g., code rate,
in the channel encoder. Since both the video statistics and
channel condition vary with time, we need to adapt these
parameters for each frame in real-time video encoding and
packet transmission. Therefore, we need to estimate the bit-
rate and distortion for each possible combination of parameters
before encoding each frame. As a result, accurate bit-rate
model and distortion model will be very helpful to achieve
the minimum end-to-end distortion with low complexity.

Many works were intended to address this problem in the
past. While most of them derive the end-to-end distortion as
functions of bit-rate and packet error rate [1], [2], others use
operational rate-distortion (R-D) functions [3]. The analytical
models are more desirable since it is very difficult for the
video encoder to get all operational functions for different
video statistics and channel conditions before actual encoding.
However, the existing analytical models are still not accurate
enough to accommodate the time-varying channel condition.
On the other hand, to obtain tractable formulae in those
analytical models [1], [2], the authors all assume that specific
block codes, i.e., Reed-Solomon codes, are adopted as the
forward error correction (FEC) scheme. Based on that FEC
scheme, the distortion is derived as a function of code rate in
channel coding and bit error rate. However, this assumption
has two limitations: 1) most up-to-date video communication
systems use rate compatible punctured convolutional (RCPC)
codes or more advanced codes, e.g., turbo codes, for physical
layer channel coding due to their flexible choice of code rate
without the need of changing the channel encoder structure;
2) in the cross-layer optimization problem, allocating source
bit-rate and redundant bit-rate subject to a bit error rate
constraint achieves poorer performance than allocating source
bit-rate and redundant bit-rate subject to the given instanta-
neous channel condition, e.g., SNR and transmission bit-rate.
In this paper, we aim to solve the cross-layer optimization
problem by deriving more accurate bit-rate model and end-
to-end distortion model, which consists of two parts, that
is, quantization distortion model and transmission distortion
model.

Many bit-rate models have been developed in existing
literature. Most existing works derive bit-rate as a function
of video statistics and quantization step size [4], [5], [6], [7],
while others model bit-rate as a function of video statistics
and other parameters such as parameter p [8]. In Refs. [6], [8],



the bit-rate models include some model parameters which can
only be estimated from previous frames. However, in theory,
the instantaneous frame bit rate should be independent of
previous frames given instantaneous residual histogram and
quantization step size. In addition, the estimation error of
those model parameters may have a significant impact on the
model accuracy, which can be observed in the H.264/AVC JM
reference software [9] and will be explained in detail in the
experimental section of this paper. In Refs. [7], [10], [11], the
bit-rate models are functions of only quantization step size and
parameters, e.g., variance, of a source distribution. However,
they share some limitations: 1) the assumed residual prob-
ability distribution, e.g., Laplacian distribution, may deviate
significantly from the true histogram; 2) the implicit assump-
tion of all transform coefficients being identically distributed
is not valid since different coefficient show different variances
as shown in our experiment. In this paper, we improve the
bit-rate model by considering the characteristics of different
variances of different coefficients. We also compensate the
mismatch between the true histogram and the assumed Lapla-
cian distribution in bit-rate models by utilizing the deviation
of estimation in previous frames. Experimental results show
that our method achieves a more accurate estimate of bit-rate
compared to existing models.

Quantization distortion is caused by quantization error under
lossy source coding and it has been extensively explored
since the seminal work of Shannon’s rate distortion theory
first proposed in Ref. [12] and later proved in Ref. [13].
The quantization distortion are studied either as a function
of bit-rate and the source probability distribution, e.g., the
classical R-D function for Gaussian source [14], [15], or
as a function of the number of quantization levels and the
source probability distribution given a certain quantizer, e.g.,
uniform scaler quantizer for Gaussian source [16]. In the
case of memoryless Gaussian sources, uniform quantizers
achieve entropies that exceed the rate-distortion function by
approximately 0.25 bits/sample at relatively high rates [17]. In
Ref. [18], the performance of optimum quantizers for a wide
class of memoryless non-Gaussian sources is investigated, and
it is shown that uniform quantizers perform as effectively as
optimum quantizers. For this reason, a uniform quantizer is
ususally adopted in a practical video encoder, e.g., H.264 [19].
For a uniform quantizer, the quantization distortion have been
derived as a function of quantization step size and video frame
statistics [8], [6], [10], [7]. Although these quantization distor-
tion models have achieved quite accurate result, there is still
room for improvement due to the source distribution model
inaccuracy. In this paper, we improve the accuracy of esti-
mating quantization distortion by compensating the mismatch
between the true histogram and the assumed distribution in
quantization distortion models [10], [7]. Experimental results
show that our quantization distortion model is more accurate
than the existing models.

Transmission distortion is caused by transmission error
under error-prone channels. Predicting transmission distortion
at the transmitter poses a great challenge due to the spatio-
temporal correlation inside the input video sequence, the non-
linearity of video codec, and varying packet error probability

(PEP) in time-varying channels. The existing transmission
distortion models can be categorized into the following three
classes: 1) pixel-level or block-level models (applied to pre-
diction mode selection) [20], [21]; 2) frame-level or packet-
level or slice-level models (applied to cross-layer encoding
rate control) [1], [2], [22]; 3) GOP-level or sequence-level
models (applied to packet scheduling) [23], [24]. Although
different transmission distortion models work at different
levels, they share some common properties, which come from
the inherent characteristics of wireless video communication
system, that is, spatio-temporal correlation, nonlinear codec
and time-varying channel. However, none of these existing
works analyzed the effect of non-linear clipping noise on the
transmission distortion, and therefore cannot provide accurate
transmission distortion estimation. In Ref. [25], we analytically
derive, for the first time, the transmission distortion formula
as a closed-form function of packet error probability (PEP),
video frame statistics, and system parameters; and then in
Ref. [26], we design the RMPC' algorithm to predict the
transmission distortion with low complexity and high accuracy.
In this paper, we will further derive PEP and transmission
distortion as functions of SNR, transmission rate, and code
rate for cross-layer optimization.

Channel coding can be considered as the embedding of
signal constellation points in a higher dimensional signaling
space than is needed for communications. By mapping to
a higher dimensional space, the distance between points in-
creases, which provides better error correction and detection
performance [27]. In general, the performance of soft-decision
decoding is about 2-3dB better than hard-decision decod-
ing [27]. Since convolutional decoders have efficient soft-
decision decoding algorithms, such as Viterbi algorithm [28],
we choose convolutional codes for physical layer channel
coding in this paper 2. In addition, Rate-compatible punctured
convolutional (RCPC) codes can adaptively change the code
rate without changing the encoder structure, which makes
convolutional codes an appropriate method in real-time video
communication over wireless fading channels. In this paper
we improve the performance bound of convolutional codes by
adding a threshold for low SNR case, and extend it to support a
more flexible SNR threshold for transmitters with channel es-
timation. For transmitters without channel estimation, we also
derive the expected PEP as a simple function of convolutional
encoder structure and channel condition under Rayleigh block
fading channel.

Given the bit-rate function, quantization distortion function
and transmission distortion function, minimizing end-to-end
distortion becomes an optimization problem under the trans-
mission bit-rate constraint. In this paper, we also apply our
bit-rate model, quantization distortion model and transmission
distortion model to cross-layer rate control with rate-distortion
optimization (RDO). Due to the discrete characteristics and the

IR means residual concealment error; M means motion vector concealment
error; P means propagated error with clipping noise; C means correlation
among these three types of errors.

20ur algorithm can also be used for other channel codes, e.g. block codes,
Turbo codes, and LDPC codes, given their performance for different code
rates.



possibility of non-convexity of distortion function [29], the
traditional Lagrange multiplier solution for continuous convex
function optimization is infeasible in a video communication
system. The discrete version of Lagrangian optimization is
first introduced in Ref. [30], and then first used in a source
coding application in Ref. [29]. Due to its simplicity and
effectiveness, this optimization method is de facto adopted by
the practical video codec, e.g., H.264 reference code JM [9].
In this paper, we will use the same method to solve our
optimization problem.

Our contributions in this paper are: 1) we derive a source
bit-rate model and quantization distortion model, which are
more accurate than the existing models; 2) we improve the
performance bound for channel coding with a RCPC encoder
and a Viterbi decoder, and derive its performance under
Rayleigh block fading channel; 3) with PEP function, the
transmission distortion can be expressed as a function of
instantaneous video frame statistics, system parameters, and
channel conditions; 4) we design a R-D optimized cross-layer
rate control (CLRC) algorithm by jointly choosing quantiza-
tion step size in source coding and code rate in channel coding
based on the given instantaneous channel condition, e.g., SNR
and transmission bit-rate.

The rest of this paper is organized as follows. In Section II,
we describe our system model and formulate the cross-layer
optimization problem. In Section III, we derive our bit-rate
model, quantization distortion model, and transmission distor-
tion model. In Section IV, we propose a practical cross-layer
rate control algorithm to achieve minimum end-to-end distor-
tion under the given SNR and transmission bit-rate. Section V
shows the experimental results, which demonstrates both the
higher accuracy of our models and the better performance of
our algorithm over existing algorithms. Section VI concludes
the paper.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

Fig. 1 shows the structure of a typical wireless video
communication system. Note that in this system, the channel is
an application-layer channel, which includes entropy coding,
channel coding, modulation and a radio channel as shown in
Fig. 2, where R, is the output rate of the entropy encoder, R,
is the code rate of the channel encoder, and R; is the output
rate of the channel encoder.

The general RDO problem in a wireless video communica-
tion system can be formulated as

min D%TE
st. RF <RF

con?

)

where D%, is the end-to-end distortion of the k-th frame,
R is the bit-rate for transmitting the k-th frame, RE  is the
bit-rate constraint for the k-th frame, which depends on the
channel condition.

From the definition, we have
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Fig. 1. System structure, where T, Q, Q_l, and T—! denote transform,
quantization, inverse quantization, and inverse transform, respectively.
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Fig. 2. Components in an application-layer channel.

where V¥ is the set of pixels in the k-th frame; fﬁ is the
original pixel value for pixel u in the k-th frame; f¥ is the
reconstructed pixel value for the corresponding pixel at the
decoder.

Define quantization error as fr— fllf and transmission error
as f¥— f¥ where fF is the reconstructed pixel value for pixel
u in the k-th frame at the encoder. While f% — f depends
only on the quantization parameter (QP) 3, f¥ — f* mainly
depends on the PEP and the error concealment scheme. In
addition, experimental results show that f¥ — fl’f is zero-mean
statistically. Therefore, we make the following assumption.

Assumption 1: f& — fk and fk — fk are uncorrelated, and
Elfi - fil=0.

Under Assumption 1, from (2), we obtain

Do = Bl 3 (5= Far)+ Bl 3 (Fa = Ry
ueVk ueVk
+ % ST B((fE - fONEIFE - )
ueyk
1 . 1 N
= E[W > (=157 +E[W > (FE= 157
ueVyk ueyk
= D§ + Df,

where Dg is called frame-level quantization distortion (FQD)
and defined as D) £ Bl Y yeyn (f§ — fF)2); and D% is
called frame-level transmission distortion (FTD) and defined
as D = Bl Cpeyr (fa — f)°)

In a typical video codec, the spatial correlation and tempo-
ral correlation are first removed/reduced by intra prediction
and inter prediction. Then the residual is transformed and
quantized. Given the uniform quantizer, Dg only depends on
the quantization step size Q" and the video frame statistics

3In the rate control algorithm design, quantization offset is often fixed.



qbz. Therefore, we can express Df, as a function of Q¥ and
oF, ie., DQ(Q’“,QS’J?), where Dq(-) is independent from the
frame index k. In Ref. [25], we have derived D% as a function
of PEP, video frame statistics d)’}’ and system parameters ¢*,
i.e., Dr(PEPk, ¢’]i, #%). Since PEP* depends on SNR 7(t),
transmission bit-rate R¥, and code rate R¥, D% also depends
on RF. On one hand, the higher code rate R¥ in channel
coding, i.e. the fewer number of redundant bits, the higher
PEPF [28], resulting in a larger D%. On the other hand,
under the same constraint on RF, the higher code rate also
means the higher source bit-rate, leading to a smaller Dg.
In order to design the optimum Q* and R to achieve the
minimum D%, we need to have PEP* as a function of
SNR ~(t), transmission rate R¥, and R, i.e., P((t), RF, R¥).
Denote ¢ the channel statistics, i.e. ¢% = {y(t), RF}, we
can express D% as a function of RE, ¢, (b’}, and ¢, i.e.,

Dr(RE, ¢k, ?,qﬁ’;). On the other hand, Rf = RE

c

where

RY denote the source bit-rate and it is a function of the
quantization step size Q* and video frame statistics gb’}, ie.,

RS (Qk7 ¢I]€”)

Therefore, if we can derive the closed-form functions for
Dq(QF, ¢%), Dr(PEP*, ¢}, ¢%) and Ry(QF, ¢%), (1) can be
solved by finding the best parameter pair {Q¥, R¥}. In other
words, the problem in (1) is equivalent to

min DQ(Qk, qb]}) + Dr(RF, ¢F, ¢7‘» o)

k
al RS(Qk7 gb’;”,z)

< R! @

con?

s.t.

i=1

where N* is the total number of packets that contain the bits

of the k-th frame, and ¢ is the packet index. In summary, our

problem in (4) is “given the system structure ¢¥, time-varying

video frame statistics ¢’} and time-varying channel statistics

Ié.’ howkto rrllcinimize D%, by jointly adjusting the parameter
pair {Q", Rc’i}.”

III. DERIVATION OF BIT RATE FUNCTION, QUANTIZATION
DISTORTION FUNCTION AND TRANSMISSION DISTORTION
FUNCTION

In this section, we derive the source rate function
R,(QF, ¢%), quantization distortion function Dg (Q*, ¢), and
transmission distortion function Dy (PEP* gb’;, o).

A. Derivation of Source Coding Bit Rate Function

1) Source coding bit-rate estimation for the H.264 encoder:
For a hybrid video coder with block-based coding scheme,
e.g., H.264 encoder, the encoded bit-rate R consists of
residual bits R,.s;, motion information bits R,,,, prediction
mode bits R,,,qe, and syntax bits [Rgypiqe. That is,
+ RF

syntax?
(5)
where Ny.csoiution 1S the normalized video resolution consider-
ing color components, and Ny, denotes the number of frames
per second (fps). Compared to R values RF . RF

resi’ ‘mv> “'mode’
and R’;ynmx are less affected by (). Therefore, in this paper

Rl: = I:Ik * Nyesolution * prs + an,v + Rk

mode

we only improve the residual bit rate model from existing
works [10], [7], [11] to estimate a more accurate () for a
given bit rate in rate control. In this paper, we follow the same
assumption from Ref. [10], [7], [11] that the residual follows a
Laplacian distribution. It is noted that some other distributions
are proposed for estimating the true residual histogram, e.g.,
Cachy distribution [31], [32] and Generalized Gaussian distri-
bution [33], [34]. The authors in Ref. [35] also claimed that
the luminance and chrominance sources should be separately
modeled. However, in all of them, the transform coefficients
are assumed independent and identically distributed (i.i.d.).
Based on our analysis of Laplacian distribution, the extension
to other distributions is straightforward.

2) Entropy of quantized transform coefficients for i.i.d. zero-
mean Laplacian source under uniform quantizer: Following
the similar deriving process as in Ref. [10], [7], [11], it
is easy to prove that for i.i.d. zero-mean Laplacian source
under uniform quantizer with quantization step size () and
quantization offset 6o, the entropy of quantized transform
coefficients is

HZ—PO'IOg2P0+(1—P0)
(91-1og26

1—e 0
where

—0 (6)
—logy(1—e ") — 01 - 05 -logs e+ 1),

6, = V2:Q 7

@ is the quantization step size; o is the standard deviation
of the Laplacian distribution; 5 is the quantization offset;
Py = 1—e~%(1=92) j5 the probability of quantized transform
coefficient being zero. (6) is proved in Appendix A.

3) Improvement by considering different variances of differ-
ent coefficients: In a video encoder, the transform coefficients
are actually not i.i.d. [36], [37]. Although we may assume the
DCT transform or integer transform [19] highly de-correlates
the correlation among neighboring pixels, different transform
coefficients have very different variances. For example, in a
4x4 integer transform, the 16 coefficients show a decreasing
variance in the well-known zigzag scan order as used in H.264.
As a result, the coefficients of higher frequency have higher
probability of being zeroes after quantization. On the other
hand, the coefficients of lower frequency have larger variances
after quantization. From information theory, we know the
concavity of entropy, i.e., entropy is a concave function
of the distribution (Theorem 2.7.3 in Ref. [14]). Therefore,
characterizing different coefficients with the same variance as
in Refs. [10], [7], [11] will over-estimate the joint entropy of
the transform coefficients. Hence, different coefficients should
be modeled by random variables of different variances.

To derive the joint entropy for 16 coefficients with different
variances, we need to model the variance relationship among
those 16 coefficients. Having done extensive experiments, we
find an interesting phenomenon of their relationship from
samples in one frame or one GOP as shown in Fig. 3. That is,
the variance is approximately a function of position in the two-
dimensional transform domain. Based on this observation, we
use (8) to model the variance relationship among the different
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coefficients in 4x4 integer transform*.

Oy =27 0, ®)
where x and y is the position in the two-dimensional transform
domain, and 08 is the variance of the coefficient at position
(0,0). With (8), we can derive the variance a(zmyy) for all
positions given the average variance o2 as in Appendix B.

Fig. 3 shows the true variances and estimated variances
by (28) for all transform coefficients before quantization. The
statistics of each inter prediction mode are collected during the
mode decision process. For each prediction mode, the mean of
variances of all 16 coefficients and the average deviation of iid-
coefficient assumption is shown as a reference. From Fig. 3
and the online table >, we see this variance model is much
more accurate than the i.i.d. assumption. However, we also
notice that in intra modes the true variance of DC component
is much larger than estimated variance by (28). After careful
analysis, we find that this is due to the high correlation among
all coefficients in intra prediction modes. The more accurate
variance model for intra modes will be investigated in our
future work.

With (28), the estimated joint entropy of 16 non-identical
transform coefficients by considering the different variances
of different coefficients is

1 3 3
Hye = E Z Z H(m,y)v 9

z=0 y=0

where H, .y is the entropy for coefficient position (z,y), and
can be calculated by (28), (7) and (6) with their own 0'(21)?/)
and 01, -

4) Practical consideration of Laplacian assumption: Statis-
tically speaking, (9) is only valid for sufficiently large sample
sizes. When there are not enough samples or the sample
variance is very small, e.g., Q) > 30, the Laplacian assumption
for individual coefficients is not accurate. In such cases, we

4For 8x8 transform in H.264 Fidelity Range Extensions [38] and larger
transform in HEVC [39], different models may be expected.

SDue to the page limitation, we list the average deviation
of our proposed variance model for different sequences with
different QP  settings and prediction modes in a table at

www.mcn.ece.ufl.edu/public/zhifeng/papers/CLRC/table_variance.pdf.

may use average variance in (6) as the estimate instead of (9).
That is,

estimate by (9) with {0(29371/)}, Q<30

otherwise.

(10
We will see in Section V that (10) provides more accurate
estimation of bit rate than using the same variance for all
coefficients.

5) Improvement under the consideration of model inac-
curacy: The assumed residual probability distribution, e.g.,
Laplacian distribution, may deviate significantly from the true
histogram especially when the number of samples are not
sufficient. Therefore, we need to compensate the mismatch
between the true residual histogram and assumed Laplacian
distribution to obtain a better estimate. Denote H; as the
entropy for the case with a Laplacian distribution, H; as
the true rate of residual and v = I% In a video sequence,
the changes of residual statistics and quantization step size
between adjacent frames have almost the same effect on H;
and H;. Therefore, we may use the previous frame statis-
tics to compensate the estimated result from (10). Assume

H* =
estimate by (6) with average o2,

v* = 1%~ As a result, (10) can be further compensated as
. Hk:—l . Hk
k4
B == an
l

Although very simple, (9) and (11) significantly improve
the estimation accuracy of residual entropy as shown in
Section V-A.

B. Derivation of Quantization Distortion Function

In this subsection, we improve the accuracy of estimating
quantization distortion by utilizing the same techniques in
Section III-A. In Ref. [10], [7], authors derive the distortion
for zero-mean Laplacian residual distribution under uniform
quantizer as
Dy — QQ-(91'692'91 '(2+91—2'92'91)+2—2-601)

@ 02 - (1—ebr) ’

12)

Since the coefficients after transform is not identical in dis-
tribution, we need to derive the overall quantization distortion
function by considering each coefficient individually. Using
the variance relationship among coefficients in (8), we have

1 3 3
Doverant = E Z Z D(m,y)7

=0 y=0

13)

where D, , is the distortion for coefficient position (z,y),
and can be calculated by (28), (7) and (12) with their own
O'(Qx,y and 91(171/).

When there are not enough samples or the sample variance
is very small, e.g., Q@ > 30, the Laplacian assumption for
individual coefficients is not accurate. In such cases, we may
use average variance in (12) as the estimate instead of (13).

That is,
estimate by (13) with {O'(zx,y)}, Q<30

otherwise.
(14)

k _
DQ - ; : 2
estimate by (12) with average o*,



Similarly, we need to compensate the mismatch between
the true residual histogram and assumed Laplacian distribution
for quantization distortion estimation. Denote Dg; as quan-
tization distortion for the case with a Laplacian distribution,

Dg ; as true quantization distortion of residual and p = gg'j .
Assume p1F = pF=1; (14) can be compensated as
Dk-1. Dk
Ak _ Qit Q
Do=—pit (15)
Q!

where Dg is calculated from (14). Using (13) and (15)
significantly improve the estimation accuracy of quantization
distortion as shown in Section V-A.

C. Derivation of Transmission Distortion Function

In this subsection, we derive the FTD as a function of SNR,
transmission rate, and code rate.

1) Transmission distortion as a function of PEP: In
Ref. [25], we derived the FTD formula under single-reference
motion compensation and no slice data partitioning as

Dy = P* - (E[(e")?] + A" - E[(€")* + D
+(1—P*) .o - DFL. (1 - gR).

P* is the weighted average PEP of all packets in the k-
th frame; €* is the residual concealment error; &* is the
MV concealment error; 3 is the percentage of encoded I-
MBs in the k-th frame; both the propagation factor o* and
the correlation ratio \* depend on video statistics, channel
condition and codec structure, and are therefore called system
parameters; D¥*=1 is the transmission distortion of the k — 1
frame, which can be iteratively calculated by (16).

P* is defined as P* 2 1SN (pk . NKY where NF is

18 deline [VE| i=1\" 1 VAl i
the number of pixels contained in the i-th packet of the k-th
frame; PF is PEP of the i-th packet of the k-th frame; N* is
the total number of packets of the k-th frame. The other video
frame statistics and system parameters can be easily estimated
as described in Ref. [26]. We will describe how to estimate
PEP in the following subsections.

2) PEP as a function of SNR, transmission rate, and code
rate in a fading channel: Below, we analyze the conditional
PEP for convolution coding scheme under wireless fading
channel, given SNR. Since convolutional codes are linear
codes, the probability of error can be obtained by assuming
that the all-zero sequence is transmitted, and determining the
probability that the decoder decides in favor of a different
sequence [27]. The probability of mistaking the true trans-
mitted sequence for a sequence, which is Hamming distance
d away, is called pairwise error probability, and denoted as
P, (d). With soft decision, if the coded symbols produced by
the convolutional encoder are sent over an AWGN channel
using coherent BPSK modulation with SNR ~, then it can be
shown that [16]

k—1
) (16)

Py(d) = Q(\/27 - d).

Before calculating the PEP, we need to analyze the first error
probability, which is defined as the probability that another
path that merges with the all-zero path at a given node has a

A7)

metric that exceeds the metric of the all-zero path for the first
time [16]. According to the definition, the first error probability
can be approximated by its upper bound, i.e., the probability
of mistaking the all-zero path for another path through the
trellis, as

dmax

Pre< Y Wax Pa(d),
d=dfree

(18)

where W, is the number of codewords with weight d; dfyce
is the free distance of the specific convolutional code; d,,q.
is the maximum distance between the transmitted sequence
and decoded sequence6. As a result, the PEP for a block of L
decoded bits and for a given SNR can be upper-bounded as
below [40], [41]

PEP(y) <1— (1= Ppe(y))" = L+ Pre(7). (19)

However, both upper bounds in (18) and (19) are tight
only when v is large. When ~ is small such as in a fading
channel, the resulting bound may be much larger than 1, i.e.,
L - Pfc(v) > 1. From our experimental results, we find that
PEP(~) follows waterfall shape when v increases, that is,
there exist a threshold v;, such that, when v > ~;, the
bound is quite tight, and when vy < 74, the bound becomes
very loose and exceeds 1 quickly. Therefore, we improve the
performance bound by using the following formula.

Ri-R.

d
W Be  ymor oy P(d ),y >
PEP(y) ~ d Mgy " 2ty Wax Po(d ),y 2 an
].7 Y < Vth,
(20)

where vy, can be numerically calculated from (21) given the
convolutional encoder structure (Wg, dfree, and diqz), code
rate (R.) and modulation scheme (P>(d)). Note that Wy,
dfree, and dp,q, in (20) are functions of R, in RCPC. (20) is
quite accurate as shown in Fig. 6, where PE P, = 1.

d

nie R R

> i Wi Po(d,yn) = PEPy.  (21)
N Ngps

d=dfrece

Note that a change in the modulation and demodulation
technique used to transmit the coded information sequence
affects only the computation of P5(d) [16]. Therefore, (20) is
general for any modulation scheme.

In a real-time video communication system, if the estimated
PEP(7) is larger than a threshold value, i.e. PEP(y) >
PEP,;,, transmitter may discard this packet instead of trans-
mitting it.” The benefit of doing this is three-folded: 1) if
PEP(7) is large, it is a waste of energy and time to transmit
the packet; therefore, using (20) saves transmission energy;
2) in cross-layer rate control, since video encoder has the
knowledge of channel condition, video encoder will skip
encoding current frame when the channel gain is very low,
which saves the encoding energy; 3) if the current frame is

6(18) is different from the formula in Ref. [16] since our codeword is
truncated to fit the packet length, which improve the upper bound. But the
effect on performance is negligible when packet length is large [16].

"In non-real-time applications, e.g., streaming video, a buffer is used to
hold packets when the channel condition is poor. In such cases, packets will
be dropped at the transmitter only when the buffer is full or the delay bound
is violated, which will decrease the PEP.



skipped, the video encoder may intelligently choose previous
encoded frames, except the current frame, as references for
encoding the following frames, which highly reduces the
reference error propagation. The details of intelligent reference
frame selection will be discussed in Section V-B3.

(20) is derived under the condition that « is known at
the transmitter with channel estimation. In some wireless
system, <y is unknown by the transmitter, e.g., without feedback
channel from the receiver to the transmitter. In such a case,
the expected PEP, i.e., E,[PEP], instead of PEP is used
for estimating transmission distortion given the probability
distribution of channel gain. Proposition 1 gives the formula
of expected PEP under a Rayleigh block fading channel.

Proposition 1: Under a Rayleigh block fading channel, the
expected PEP is given by

Jth 1

B [PEP] = 10 e~ (1 4
7

dfree'}/th )’ (22)
where ~;, is defined by (21).

Proposition 1 is proved in Appenwd’ix C. We see from (30)
that if vy, > 7, B, [PEP] > 1—e™ 5 >1—e"! = 0.63. So,
to control the PEP under a reasonable level, the transmitter
should set its transmission power so that 7y >> -y before
transmitting the packet.

3) Transmission distortion as a function of SNR, transmis-
sion rate, and code rate in a fading channel: In case of
adaptive modulation, adaptive transmission power and adap-
tive bandwidth (subcarrier) allocation, P»(d) is a function of
modulation order M, transmission power P; and passband
bandwidth B. In this paper, we study the case that modulation,
power and bandwidth are all given during the cross-layer rate
control. Under such conditions, transmission bit-rate R; is
fixed and SNR v only depends on the channel gain g and
noise power spectral density % For example, with Nyquist
pulse-shaping, R; = B - loga(M) and v = ﬁ:gB. As a result,
both PEP and D, depend only on the tuning parameter R..

IV. RATE-DISTORTION OPTIMIZED CROSS-LAYER RATE
CONTROL AND ALGORITHM DESIGN

In this section, we apply our models derived in Section III
to cross-layer rate control application. We adopt the discrete
version of Lagrange multiplier as used in JM [9] to achieve
the R-D optimized parameter pair {Q*, Rf;}. We also design
a practical cross-layer rate control algorithm.

A. Optimization of Cross-layer Rate Control Problem

To solve (4), we may either use the Lagrangian approach or
dynamic programming approach [42]. In terms of complexity,
the Lagrangian approach is preferable, since it can be run inde-
pendently in each coding unit, whereas dynamic programming
requires a tree to be grown. Note that the complexity of the
dynamic programming approach can grow exponentially with
the number of coding units considered, while the Lagrangian
approach’s complexity only grow linearly [42]. By using
the theorem in Ref. [30], [29], we may use the Lagrangian

approach for the i-th packet in the k-th frame independently
as

Rs(QF)
o
c,z(23)
where A is the preset Lagrange multiplier, which can be
determined either by bi-section search [29], [43] or by mod-
eling [44], [9].

For some special cases, e.g., video conference, the frame
size is usually small. In such a case, each frame is fully
contained in one packet, and therefore, the bit allocation
problem can be simplified. To be more specific, since all bits
are allocated into one packet, given v and Ry, every value
of R. have a corresponding value of R; every value of R
has corresponding values of () and D¢ (by (5), (11), (6) and
(14)). As mentioned in Section III-C3, D7 is also a function
of R.. In other words, the end-to-end distortion D% only
depends on R.. Therefore, there exists an optimum Rif, such
that Dpr g is minimized. As a result, the Lagrange multiplier
can be omitted. That is, the optimum R¥ can be achieved by
comparing Dprg for all possible R., and the optimum Q¥
can be calculated by the corresponding R¥.

(QF, RE,)" = argmin{Dq(Q7) + Dr(RE,) + A -

B. Algorithm Design

In this subsection, we propose a practical algorithm for
cross-layer rate-distortion optimization in wireless video com-
munication.

Algorithm 1: Cross-layer optimized determination of quan-
tization step size () and code rate R, for the k-th frame.

1) Input: R;, v, PEP;,.
2) Initialization of Q* and R for the first frame,
ie., k=1.If k> 1, go to 3).
3a) If N > 1.
Initialize A; = Ao by the method in Ref. [29]
loop for Aj = Ag, Aq, ..., A",
for packet index i from 1 to N* > 1,
For each packet, loop for all combinations
of {Q, R.} under the given A;
calculate vy, by (21),
estimate PF for all packets by (20),
estimate Dp by (16),
estimate 07 by (7),
estimate Dg by (15),
calculate Drre(Q, R.) by (3),
estimate R ; by (6), (9), (11) and (5),
End
obtain the best {QF(A;), RE ;(A;)},
ie., {QF(A;), RE (7))} via (23),
End
estimate R} by R, and R,
calculate Aj1,
End
obtain the best {QF, RF,;}, i.e. {QF(A*), RY,(A*)}",
for each packet.
3b) If N¥ =1.
loop for all code rates
calculate vy, by (21),



estimate PEP for the k-th frame by (20),
estimate D% by (16),
estimate H* by (5),
estimate Q¥ by (11), (9), (6) and (7),
estimate ﬁg by (15),
calculate Dgrg(R.) by (3),

End

select the best code rate R* and corresponding Q¥

with minimum end-to-end distortion.
4) Output: the best {QF, RF}.

Algorithm 1 is referred to as CLRC. Note that Algorithm 1
considers both multi-packet case and single-packet case of
each frame for purpose of general applications of our models.
In Section V we only test R-D performance with small
resolution sequences, i.e. CIF format, for interactive video
communication over fading channels where one frame is in one
packet which corresponds to 3b). In the proposed multi-packet
case, i.e. 3a), the iterations to acquire the best Lagrange multi-
plier A* use bi-section search [29], [43], which may cause high
complexity. Ref. [44] shows a concrete example about how
Lagrangian method can be used to replace bi-section search
and derives an accurate function between Lagrange multiplier
and @ for error-free channels. To reduce the complexity,
we may also use the modeling method [44], [9] instead of
the bi-section search to estimate A*. In such a case, R-D
optimized {Q, R.} decision is similar to the R-D optimized
mode decision in Ref. [9] except three differences: 1) the mode
decision in Ref. [9] is replaced by code rate decision given the
Lagrange multiplier, 2) the quantization distortion is replaced
by the end-to-end distortion, 3) the source coding bit-rate
is replaced by the transmission bit-rate. Although simple, an
inaccurate function between Lagrange multiplier and () may
cause inaccurate estimation of the best {QF, ngz} Therefore,
it is still a research problem to derive a similar function, as in
Ref. [44], [9], between Lagrange multiplier and ) for 3a) in
Algorithm 1. We will investigate low complexity Lagrangian
method for 3a) for real-time encoding applications in our
future work.

V. EXPERIMENTAL RESULTS

In Section V-A, we verify the accuracy of our proposed
models. Then in Section V-B, we compare the R-D perfor-
mance of rate control algorithm using our models to those
using existing models. To show the performance gain of cross-
layer rate control with channel estimation, we also compare
our CLRC algorithm to the rate control algorithms without
channel estimation.

A. Model Accuracy

In this subsection, we test the accuracy of our bit-rate model
in (11), our distortion model in (15), and our PEP formula
in (20). The JM16.0 [9] encoder is used to collect the true
bit rate, true distortion and required statistics. Since CABAC
is more accurate estimation of entropy than CAVLC, we use
CABAC to evaluate our model accuracy in Fig. 4. Testing con-
ditions in VCEG-AA10 [45] are followed. Sequences with CIF

resolution are downloaded from http://trace.eas.asu.edu/yuv/
and sequences with 720p resolution are downloaded from
http://media.xiph.org/video/derf/.

For bit rate model and distortion model, we compare
our proposed models to ‘Rho-domain’ models proposed in
Refs. [2] and Laplacian-based models proposed in Refs. [7].
In Refs. [7], authors basically use (6) and (12), with different
forms from this paper, to estimate the bit rate and quantization
distortion. In order to match the model to the true bit rate
encoded by H.264 encoder, authors included some heuristic
parameters to improve their bit rate model. In our experiment,
we use the same values as suggested in Refs. [7].

1) Bit rate model: In order to make different curves dis-
tinguishable, Fig. 4 only shows the true residual bit-rate and
estimated residual bit-rate for ‘foreman’ and ‘mobile’ for the
first 20 frames 8. In Fig. 4, ‘True bpp’ means the true bit per
pixel (bpp) produced by the JM16.0 encoder; ‘without rlc’
means bpp estimated by (6); ‘with rlc’ means bpp estimated
by (9); ‘without compensation’ means bpp estimated by (10);
‘with compensation’ means bpp estimated by (10) and (11);
‘Rho-domain’ means bpp estimated by Refs. [2]; ‘Xiang’s
model’ means bpp estimated by Refs. [7].

foreman-cif-800000bps

Py
&~ Estimated bpp without compensation
tion

% - Estimated bpp with ric
~—Estimated bpp by Rho-domain
Estimated bpp by Xiang's model

bits per pixel (bpp)

.
10 12
Frame Index

(a)

mobile-cif-800000bps

7 E:

s
n + Esiimated bpp by Xiang's model

bits per pixel (bpp)
o

.
10 2
Frame Index

(b)

Fig. 4. bpp vs. Frame index: (a) foreman, (b) mobile.

We can see that the estimation accuracy is improved by
(9) when true bpp is relatively large. However, when true

8Due to the page limitation, the estimation accuracy, measured by average
deviation, of our proposed bit rate model comparing to existing models for
more video sequences with full length are tabulated in an online table at
www.mcn.ece.ufl.edu/public/zhifeng/papers/CLRC/table_bit-rate.pdf.



bpp is small, ‘without rlc’ gives higher estimation accuracy.
By utilizing the statistics of the previous frame from (11),
the estimation accuracy is further improved. We also find
that ‘Rho-domain’ is accurate at low bpp; however, it is not
accurate at high bpp. For ‘Xiang’s model’, the estimated bpp is
smaller than the true bpp in most cases. Note that we also want
to compare the bit-rate model used in JM16.0. However, due
to the estimation error of its model parameters, the first few
frames may abnormally underestimate the quantization step
size (). Therefore, the rate control algorithm in JM16.0 use
three parameters, i.e., RCMinQPPSlice, RCMaxQPPSlice and
RCMaxQPChange, to reduce the effect of the estimation error.
Their default values are 8, 42, 4, respectively. However, we
believe a good rate control algorithm should depend mainly
on the model accuracy rather than those manually chosen
thresholds. When those manual constraints are removed, i.e.
those three parameters being set as 0, 51, 51, the estimated Q P
could even be 0 in the first few frames. That is, the first few
frames consume most of the allocated bits, and there are only
few bits available for the remaining frames in JM. Therefore,
we do not test its model accuracy in this subsection. Instead,
we will plot the R-D performance for it in Section V-B.

2) Quantization distortion model: Fig. 5 shows the quanti-
zation distortion curve corresponding to each bit-rate curve
in Fig. 4 °. Note that since Refs. [7] directly use (12) to
estimate the quantization distortion, ‘without rlc’ means the
quantization distortion estimated by both (12) and ‘Xiang’s
model’. Similar to Fig. 4, we can see that the estimation
accuracy is improved by (13) when 6; is small, i.e., when
quantization distortion is relatively small. However, when
quantization step size is large, (12) is more accurate than
(13). Note that, the relativity is for the same video sequence.
For different video sequences, since the residual variances
are different, in order to achieve the same bit-rate, sequences
with larger variance, e.g., ‘mobile’, will use larger quantization
step size than sequences with lower variance, e.g., ‘foreman’.
Different from the bit-rate model, which depends only on 61,
the quantization distortion model in (12) and (13) depends on
both () and ;. Therefore, we cannot use the absolute value of
quantization distortion between two sequences for comparing
estimation accuracy of (12) and (13). After normalized by the
factor Q2 in (12) and (13), their relative accuracy is valid in
most cases. However, in some rare cases, (13) is more accurate
than (12) even when () > 3. This can be observed for frame
index from 14 to 17 in foreman sequence. We still need to
investigate the reason behind it to further improve our model
accuracy. For all cases, the estimation accuracy is improved by
utilizing the statistics of the previous frame from (15). Similar
to Fig. 4, ‘tho-domain’ is more accurate at large 64, i.e., low
bit-rate or relatively large quantization distortion, than at small
0.

3) PEP formula: Here we verify the accuracy of the PEP
formula in (20). We use the RCPC codes from Table I-
VI in Ref. [46]. To be more specific, we choose a typical

9The estimation accuracy, measured by average deviation, of our
proposed distortion model comparing to existing models for different
video sequences with full length are tabulated in an online table at
www.mcn.ece.ufl.edu/public/zhifeng/papers/CLRC/table_distortion.pdf.
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Fig. 5. Quantization vs. Frame index: (a) foreman, (b) mobile.

convolutional encoder structure with constraint length 7, i.e.,
6 memory units, G1 = 133 and G2 = 171. The code rates
are 2/3, 3/4, 4/5, 5/6, 6/7 and 7/8. For completeness, we put
all encoder parameters in Table 1. Viterbi algorithm is used to
decode the received bits corrupted by noise. Coherent BPSK
modulation is used. Each packet contains 2000 information
bits. For each SNR and code rate, there are 1000 packets
simulated to collect the true packet error rate (PER).

Fig. 6 shows the true PER and estimated PEP by the upper
bound in (20). We can see that the estimated PEP curve is only
about 1dB higher than the corresponding true PER curve.!'”

B. Performance Comparison

In this subsection, we show both objective performance and
subjective performance of different rate control algorithms.
We investigate the performance gain achieved by the higher
accuracy of our models comparing to the existing models.
In order to see the gain achieved by channel estimation, we
also compare the performance achieved by (20) and (22). This
result may serve as a guideline for system design to balance
the performance and cost.

1) Experiment Setup: The JM16.0 encoder and decoder [9]
are used in the experiments. Testing conditions in VCEG-
AAI10 [45] are followed. All the tested video sequences are
in CIF resolution at 30fps. Each video sequence is encoded

10From the experimental results, we observe that the estimated PEP curves
show a constant offset from the true PER curves given a RCPC encoder
structure, and different RCPC encoder structures show different offsets. We
may utilize this observation to further improve the PEP formula in our future
work.



TABLE 1
RCPC ENCODER PARAMETERS
code rate puncturing matrix dfree | {Wy}
2/3 [11,10] 6 [1, 16, 48, 158, 642, 2435, 9174, 34701, 131533, 499312]
3/4 [11,10,01] 5 [8, 31, 160, 892, 4512, 23297, 120976, 624304, 3229885, 16721329]
4/5 [11,10,10,10] 4 [3, 24, 172, 1158, 7408, 48706, 319563, 2094852, 13737566, 90083445]
5/6 [11,10,01,10,01] 4 [14, 69, 654, 4996, 39677, 314973, 2503576, 19875546, 157824160, 1253169928]
6/7 [11,10,10,01,10,01] 3 [1, 20, 223, 1961, 18084, 168982, 1573256, 14620204, 135966265, 1264590899]
/18 [11,10,10,10,01,10,01] 3 [2, 46, 499, 5291, 56137, 598557, 6371293, 67889502, 723039772, 7701832191]

2000 information bits per packet
#
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Fig. 6. PEP under different RCPC code rates.

for its first 100 frames, except stefan sequence 11 where

the first frame is an I-frame and the following frames are
P-frames. Each frame is included in one packet. The error
concealment method is to copy the pixel value in the same
position of the previous frame. The first frame is assumed to
be correctly received with enough channel protection or timely
acknowledgement feedback. To verify the model accuracy, 4x4
transform is used and CABAC is enabled for entropy coding.
For all rate control algorithms, the first frame use a fix QP,
i.e., QP=28.

Each encoded video sequence is tested under different
Rayleigh fading channels, i.e., different combinations of trans-
mission bit rate R; from 500kbps to 2Mbps and average SNR
from 15dB to 30dB. For each specific Rayleigh fading channel,
we simulate 50 SNR samples for each average SNR to reduce
the effect of random SNR sample. For each SNR sample, i.e,
a specific PEP, there are 30 loops of simulated channel and
decoding process to mitigate the effect of random error. RCPC
codes and modulation are the same as those in Section V-A3.

2) PSNR Performance: Table II shows Y-component PSNR
vs. average SNR and transmission bit rate. ‘JM’ represents the
performance achieved by the default rate control algorithm in
JM16.0 without channel estimation. ‘proposed’ represents the
performance achieved by our models without channel estima-
tion, i.e., using (22). We also include the rate control algorithm
proposed in Ref. [32], where the bit rate model and distortion
model are derived from the assumption of cauchy distribu-
tion. For each algorithm, we test several parameter settings
of (RCMinQPPSlice, RCMaxQPPSlice, RCMaxQPChange) to
verify how stable the resulted performance with those models

For stefan sequence, there is only 90 frames in full.

are under different manually set thresholds. In Table II, we
show the experimental results for two QP-limitation settings,
ie., (8, 42, 4) and (8, 42, 51). The experimental results show
that under the same QP-limitation, CLRC achieves remarkable
PSNR gain in all sequences over ‘JM’, ‘Ref. [32]’, and ‘pro-
posed’. This is because transmission distortion is the dominant
part of the end-to-end distortion in ‘JM’, ‘Ref. [32]’, and
‘proposed’ algorithms. However, in the CLRC algorithm, due
to the intelligent reference frame selection, the transmission
distortion is negligible and quantization distortion becomes
the dominant part of the end-to-end distortion. As a result,
we also see that when the transmission bit rate increases the
PSNR improves a lot in CLRC but not that much in other
algorithms.

We also observe that ‘JM’ and ‘Ref. [32]" show better
results under QP-limitation (8, 42, 4) than less QP-limitation
(8, 42, 51). When the QP-limitation is fully removed, i.e. use
(0, 51, 51), both ‘JM’ and ‘Ref. [32]" will consume almost
all bits in the first few frames, therefore, the performance
is even worse. The reason is because the estimation error
of those bit rate models results in large encoded bit rate. In
order to compensate the model inaccuracy, (RCMinQPPSlice,
RCMaxQPPSlice, RCMaxQPChange) is (8, 42, 4) in default
in JM encoder. On the other hand, when the setting of QP-
limitation changes in a wide range, our models, especially
with CLRC algorithm, show more stable results. Our ‘pro-
posed’ method performs better than ‘JM’ with less strict QP-
limitation, especially when the QP-limitation is fully removed,
while sometimes worse than ‘JM’ with strict QP-limitation,
e.g. the default QP-limitation in JM. The fact that no constraint
of strict QP-limitation gives better performance further proves
the higher degree of accuracy of our models.

Note that in Ref. [2], authors also propose bit-rate model,
quantization distortion model and transmission distortion
model for H.263 to solve joint source channel rate con-
trol problem. However, in both of their bit-rate model and
quantization distortion model, only the model parameter, i.e.,
‘tho’, can be estimated from a given bit-rate or quantization
distortion. In order to estimated the quantization step size or
QP from ‘rho’, those models requires the prior knowledge
of residual histogram [47]. This kind of prior knowledge
is accessible before determining QP in H.263 since H.263
encoders does not require QP before motion estimation. How-
ever, the residual histogram is not available in H.264 encoders
before QP is given. In H.264 encoder, R-D cost, i.e. both rate
and distortion, instead of only distortion is adopted as the
criterion for motion estimation and mode decision. The R-D
cost function induces a Lagrange multiplier, which can only be



TABLE II
PSNR VERSUS AVERAGE SNR AND TRANSMISSION BIT RATE

sequence  average SNR  bit rate M M Ref. [32] Ref. [32] proposed proposed CLRC CLRC
(dB) (kbps) (QP-limit) (QP-limit) (QP-limit) (QP-limit)
500 26.32 30.00 19.86 27.21 29.13 26.78 36.97 36.92
1000 24.54 26.98 15.82 26.01 26.82 27.11 39.54 39.28
20 1500 24.63 29.89 24.62 28.94 28.27 27.95 35.51 40.56
2000 2621 29.81 27.58 27.34 31.04 27.22 41.61 41.36
500 24.11 27.80 19.40 27.87 27.74 30.53 36.82 36.80
1000 24.99 31.12 16.64 34.07 31.09 32.01 39.27 39.07
foreman 25 1500 28.22 30.62 18.29 33.28 32.77 33.41 35.51 40.31
2000 27.66 31.68 31.67 27.84 29.02 30.49 41.27 41.08
500 18.03 21.14 13.87 22.56 23.23 22.85 28.87 28.70
1000 20.70 22.90 12.27 19.47 22.58 22.48 30.99 31.00
20 1500 24.89 24.62 14.21 23.67 23.34 23.13 32.11 31.90
2000 24.19 24.40 21.47 23.25 25.55 22.92 33.10 32.99
500 17.25 20.52 13.01 23.53 23.28 25.25 28.80 28.70
] 1000 19.48 26.02 14.01 23.06 26.16 26.97 31.13 31.03
mobile 25 1500 28.79 26.47 12.15 28.86 27.88 27.66 32.11 31.95
2000  26.62 28.42 12.87 24.42 24.45 25.85 33.21 33.06
500 17.91 22.65 14.99 22.01 22.75 21.97 31.00 30.96
1000 17.44 22.03 14.71 18.52 22.12 22.53 24.87 33.42
20 1500 22.51 21.98 18.47 23.00 23.06 21.46 34.97 34.62
2000  21.99 22.74 18.46 23.77 24.28 22.61 35.96 35.72
500 18.16 23.13 15.15 22.98 23.43 24.46 30.30 30.36
‘ 1000 18.05 25.62 14.68 19.72 25.55 26.41 32.53 32.43
stefan 25 1500 27.68 26.76 14.85 25.81 26.01 25.56 33.49 3343
2000 26.32 25.06 26.48 24.21 25.73 25.63 34.25 34.30
. . . . Average SNR = 15dB
determined after QP is known. Therefore, their bit-rate model [ ‘ ‘ T ‘ ‘ ‘ T
encounters a chicken-and-egg problem if one tries to apply & wl
it for estimating quantization step size in H.264 encoders. g o 1
Due to this reason, we do not implement those models in 1
Ref. [2] for cross-layer rate control in the H.264 encoder [9]. T e
Note that since the model parameters in Ref. [2] is attainable (a)

after real encoding, we still compare their model accuracy
in Section V-A. For the accuracy comparison between our
transmission distortion model and the transmission distortion
model in Ref. [2], please refer to Ref. [26].

3) Subjective Performance: Since PSNR could be less
meaningful for error concealment, a much more important
performance criterion is the subjective performance, which
directly relates to the degree of user’s satisfaction. By utilizing
the channel information, i.e., SNR and transmission bit-rate,
our CLRC algorithm intelligently chooses the reference frames
which are transmitted under the best channel conditions and
neglects those references frames which experience poor chan-
nel conditions. As a result, the well-known error propagation
problem is mitigated even during the encoding process.

Fig. 7(a) shows a random channel sample under average
SNR=15dB and bit-rate=500kbps; Fig. 7(b) shows Distortion
vs. Frame index for foreman_cif under this channel; Fig. 8
shows the corresponding subjective quality of reconstructed
frames. ‘cauchy-constant-PEP’ represents the performance
achieved by the rate control algorithm in Ref. [32] without
channel estimation, i.e., using (22). We see that due to a
low channel SNR during the timeslots of the 4-th frame, the
encoder with CLRC skips encoding the 4-th frames to save
encoding and transmission energy. Since there are no packets
transmitted, the reconstructed picture of the 4-th frames at both
the encoder and the decoder is the same as the reconstructed

foreman-cif-500000bps—-15dB-Y

' + IM-QP—limit
= cauchy-QP-iimil

= % = proposed

== CLRC

o 10 2 30 ) 50 E) 70 E) %0 00

Frame index
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Fig. 7. A random channel sample under average SNR=15dB and bit-
rate=500kbps: (a) A random SNR sample, (b) Distortion vs. Frame index
for foreman_cif under this channel.

3-th frame. Then, when the channel condition goes well in
the 5-th frame, encoder with CLRC uses the 3-th frame as
reference to reconstruct the 5-th fame. Since the channel
condition is good in the timeslot of the 5-th frame, there are
no transmission distortion at the decoder. Therefore, the error
propagation is stopped in the following frames.

For the encoder without channel estimation, the 4-th frame
is encoded and transmitted. Due to the low channel SNR
during the timeslots of the 4-th frame, the packets are received
with error at the receiver and therefore, the resulted PSNR is
almost the same as that of encoder with CLRC. However,



without channel information, the encoder still use the 4-th
frame as one of the references for encoding the 5-th frame.
Therefore, although the 5-th frame is correctly received at
the receiver due to good channel condition, the reconstructed
error in the 4-th frame are propagated into the 5-th frame
at the decoder, which causes lower subjective quality and
lower PSNR, compared to the encoder with CLRC. In Fig. 8§,
we also show the results of different algorithms in the 50-
th frame to give a visual comparison. The 100-th frame is
not shown here since they are highly distorted due to the
error propagation in rate control algorithms without channel
estimation. In Fig. 8, due to the space limit, we only show the
subjective quality for encoder with ‘JM’ and ‘cauchy-constant-
PEP’ under default QP limitation range. As we may foresee,
the subjective quality for encoder with ‘JM’ and ‘cauchy-
constant-PEP” under maximum QP limitation range are worse.

Fig. 8.

Subjective result for foreman sequence

VI. CONCLUSION

In this paper, we derived source bit-rate model and quan-
tization distortion model, which are more accurate than the
existing models; we also improved the performance bound for
channel coding under a RCPC encoder and a Viterbi decoder,
and derived its performance bound under a Rayleigh block
fading channel. Given the instantaneous channel condition, i.e.,
SNR and transmission bit-rate, we designed a rate-distortion
optimized CLRC algorithm by jointly choosing quantization
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step size and code rate. Experimental results showed that
our proposed R-D models are much more accurate than
the existing R-D models. Experimental results also showed
that the rate control under our models has more stable R-D
performance than the existing rate control algorithms; using
the channel estimation, CLRC can further achieve remarkable
R-D performance gain over that without channel estimation.
Another important result is that the subjective quality of our
CLRC algorithm is much better than the existing algorithms
due to its intelligent reference frame selection.

APPENDIX

A. Proof of Equation (6)

Proof: For transform coefficients with i.i.d. zero-mean
Laplacian distribution, the probability density function (pdf)

. 1 V2 |z . e
is p(x) = —=—— - e~ = , where o is the standard deviation.
2.0

For the uniform quantizer with quantization step size () and
quantization offset 65, the probability of zero after quantization
is

Q-(1-62)
Py = 2/ p(x)de =1 — e 00102 (24)
0
and the probability of level n after quantization is

Q- (n+1-02) 1
P, = / p(x)de = (1 —e ). ehf2. g=0im,
Q-(n—62) 2
(25)

where 6, = ‘/EQ.

As a result,

H=-Py-log, Py —2) _ P,-log, P,
n=1

:—P0-10g2P0—|—(1—P0>
-(

0, -log, e

1—e 0 logy(1 — e ") = 6102 -logy e + 1).

(26)

B. Calculation of Entropy for Different Quantized Transform
Coefficients

Proof: For a 4x4 integer transform with average variance
o2, the variance for each transform coefficient can be calculate
by (8) as

s I~ o 225,

o —1—622%,@/)—@'00' 27)
=0 y=0
Therefore, we have
1024

2 _o—(zty)  °F 2 28
Oley) = 2 295 7 (28)
||



C. Proof of Proposition 1

Proof: In a Rayleigh fading channel, the received signal
amplitude has the Rayleigh distribution, and received signal
power has the exponential distribution. Therefore, SNR in
receiver has the exponential distribution [27], that is,

1 _o
Py(y)=ze 7, (29)
Y
where 7 = N %5 Py is transmission power; g is the mean of
channel gain; % is noise power spectral density; and B is

passband bandwidth.
By using the well-known upper bound as approximation for
Q function, i.e., Q(z) =~ % -e~ 2 [48], from (20) we have

E,[PEP) = / " PEP(y)P,(7)dy

Yth 1 o0 dfnam 1 1
R~ / —e T dy +/ ( Z fLWde_"’d):e_%d'y
gl 2 gl
0 Yth d=djree
on dmaz 1
=l-e %+ > fLWd/ L1024y
d= dfree ’y
~ dmam 1 1 ~
—1—e 7 4 Z fLW e*d”’th e,
i—d 1+dy
free
(30)

where ~;, is defined by (21).

let f( ) = %LWde*d%h and PEP;, = 1, from (21) we
have deZ;ree f(d) = 1. If we regard f(d) as a pmf for d
and further let g(d) = ﬁﬁe “ the third term in (30) can

be regarded as a expected value of g(d) with pmf f(d). Since
f(d) decays exponentially with the increase of d, g(d) can be

approximated by an upper bound 7 — d; 767%. Therefore,
(30) becomes
—Jth dmax 1
Jth e el
EJPEP|~1—¢ 7 4+ —-—r — LW, e %
Y ] L+ dfreey d_%; 2
_h
Yth [ ¥
=1—-e 7
1+ df'r‘ee’y

€Y

In a practical communication system, d ...y >> 1. On the
other hand, since 7 >> <4, as mentioned in Section III-C2

. _Jth
ande " =~ 1 ze~” at small x, we may approximate 1—e™ 7

by 'ij"e_ . Therefore, we have
o
Yt vy
E [PEP| ~ 1he—t" +§
free'}i (32)
Yth _Dth
=—e 7 (1+-——
( dfreefyth)

Note that xe~® increases as z increases in the interval 0 <
x < 1. Therefore, E,[PEP] decreases as 7 increases. |
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