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Abstract— Rate-distortion (R-D) optimized mode selec-
tion is a fundamental problem for video communication
over packet-switched networks. The classical R-D optimized
mode selection only considers quantization distortion at the
source. Such approach is unable to achieve global optimality
under the error-prone environment since it does not con-
sider the packetization behavior at the source, the trans-
port path characteristics and receiver behavior. This paper
presents an end-to-end approach to generalize the classical the-
ory of R-D optimized mode selection for point-to-point video
communication. We introduce a notion of global distortion
by taking into consideration both the path characteristics
(i.e., packet loss) and the receiver behavior (i.e., the er-
ror concealment scheme), in addition to the source behavior
(i.e., quantization distortion and packetization). We derive,
for the first time, a set of accurate global distortion metrics
for any packetization scheme. Equipped with the global dis-
tortion metrics, we design an R-D optimized mode selection
algorithm to provide the best trade-off between compres-
sion efficiency and error resilience. The theory developed in
this paper is general and is applicable to many video cod-
ing standards, including H.261/263 and MPEG-1/2/4. As
an application, we integrate our theory with point-to-point
MPEG-4 video conferencing over the Internet, where a feed-
back mechanism is employed to convey the path characteris-
tics (estimated at the receiver) and receiver behavior (error
concealment scheme) to the source. Simulation results con-
clusively demonstrate that our end-to-end approach offers
superior performance over the classical approach for Inter-
net video conferencing.

Keywords— Internet, video conferencing, R-D optimized

mode selection, global distortion metric, feedback, packeti-
zation, error concealment, MPEG-4.

I. INTRODUCTION

IDEO communication over the Internet is becoming

an important application in recent years. A challeng-

ing problem associated with Internet video communication

lies in how to cope with packet loss in the network and

achieve acceptable video quality at the receiver. This is

because packet loss is unavoidable in the Internet and may
have significant impact on perceptual quality.

The effect of lost packets on the video presentation qual-
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ity depends on the coding scheme used at the source,
the network congestion status and the error concealment
scheme used at the receiver. High-compression coding al-
gorithms usually employ inter-coding (i.e., prediction) to
achieve efficiency. With these coding algorithms, loss of a
packet may degrade video quality over a large number of
frames, until the next intra-coded frame is received. Intra-
coding can effectively stop error propagation at the cost of
efficiency while inter-coding can achieve compression effi-
ciency at the risk of error propagation. Therefore, a good
mode selection between intra mode and inter mode should
be in place to enhance the robustness of the video commu-
nications using intra- and inter-coding.

For video communication over a network, a coding algo-
rithm such as H.263 or MPEG-4 [7] usually employs rate
control to match the output rate to the available band-
width. The objective of rate-controlled compression algo-
rithms is to maximize the video quality under the con-
straint of a given bit budget. This can be achieved by
choosing a mode that minimizes the quantization distor-
tion between the original frame/macroblock and the re-
constructed one under a given bit budget [10], [16], which
is the so-called rate-distortion (R-D) optimized mode se-
lection. We refer such R-D optimized mode selection as
the classical approach. The classical approach is not able
to achieve global optimality under the error-prone envi-
ronment since 1t does not consider the network congestion
status and the receiver behavior.

This paper presents an end-to-end approach to solve
the fundamental problem of R-D optimized mode selection
for peer-to-peer video communication over packet-switched
networks. Under the end-to-end approach, we identify
three factors that have impact on the video presentation
quality at the receiver, namely, the source behavior, the
path characteristics, and the receiver behavior. To put
such end-to-end approach into a theoretical framework, we
develop a theory for globally optimal mode selection un-
der packet lossy environment. We begin with formulat-
ing the problem of globally optimal mode selection using
the notion of global distortion metric. Then we describe
the three factors in the end-to-end approach. We derive,
for the first time, a set of accurate global distortion met-
rics for any packetization scheme. We show how to ap-
ply the global distortion metrics to specific packetization
scheme. Equipped with the global distortion metrics, we
design an R-D optimized mode selection algorithm to pro-
vide the best trade-off between compression efficiency and
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error resilience. Our theory on R-D optimized mode selec-
tion is general and is applicable to numerous video coding
standards, including H.261/263 and MPEG-1/2/4.

As an application, we integrate our theory with point-to-
point MPEG-4 video conferencing over the Internet, and
employ a feedback mechanism to convey the path char-
acteristics (estimated at the receiver) and receiver behav-
ior (error concealment scheme) to the source. Simulation
results conclusively demonstrate that our end-to-end ap-
proach offers superior performance over the classical ap-
proach for Internet video conferencing.

The error resilience mechanisms in the literature include
re-synchronization marking, data partitioning, data recov-
ery (e.g., reversible variable length codes (RVLC)), and
error concealment [17], [19], [24], [25], [26]. However, re-
synchronization marking, data partitioning, and data re-
covery are targeted at error-prone environment like wire-
less channel and may not be applicable to Internet environ-
ment. For video transmission over the Internet, the bound-
ary of a packet already provides a synchronization point in
the variable-length coded bit-stream at the receiver side.
Since a packet loss may cause the loss of all the motion
data and its associated shape/texture data, mechanisms
such as re-synchronization marking, data partitioning, and
data recovery may not be useful for Internet video com-
munications. On the other hand, most error concealment
techniques discussed in [20] are only applicable to either
ATM or wireless environment, and require substantial ad-
ditional computation complexity, which may be tolerable
in decoding still images but not acceptable for decoding
real-time video. Therefore, we only consider simple error
concealment schemes that are applicable to Internet video
communication (see Section II-B.3).

Previous work on optimal mode selection that took into
account of path characteristics and error concealment has
been reported in Ref. [3], [9]. However, the scheme in [3]
1s based on simple Bernoulli loss model, which may not
capture the bursty nature of the Internet. Measurements
of packet loss in the Internet show that the bursty packet
loss behavior can be modeled reasonably well with a 2-state
Markov chain, i.e., the Gilbert model [1], [5]. In addition,
the congestion status of the Internet is dynamically chang-
ing, that is, the loss probability is varying from time to
time. The scheme in [3] assumes that the loss probability
1s fixed and known a priori, which may not reflect the loss
behavior in the real Internet. Thus, the scheme in [3] may
not achieve optimality for the dynamic Internet environ-
ment. This paper addresses these problems by employing
the Gilbert path model and introducing feedback mecha-
nism to deal with the dynamics of the Internet. In [9], only
a special case is considered in the derivation of distortion
metrics. Thus, the distortion metrics introduced there are
not accurate. Furthermore, the distortion metrics intro-
duced in [9] only apply to a specific packetization scheme
and a specific error concealment scheme. On the contrary,
this paper derives a set of accurate global distortion met-
rics for any packetization scheme. We also show how to
extend the global distortion metrics to specific packetiza-

tion scheme.

Prior work on feedback-based error resilient coding in-
cludes [15]. Tt has been shown in [15] that the feedback
information does help the encoder select a proper coding
mode to prevent error propagation and achieve better per-
formance in terms of PSNR. However, there is no guideline
on how to set the threshold in the coding mode selection
[4]. This paper shows how feedback mechanism can be
employed to convey transmission parameters estimated at
the receiver in the real Internet environment where such
parameters are not known a priori at the source.

Our approach aims at solving the fundamental problem
of R-D optimized mode selection from the end-to-end per-
spective. We develop the theory of R-D optimized mode se-
lection using the notion of global distortion. Equipped with
a feedback mechanism in implementation, our approach is
shown to be capable of achieving superior performance over
the classical approach.

The remainder of this paper is organized as follows. Sec-
tions IT and III lay the theoretical foundation of globally
optimal mode selection. Specifically, Section II presents an
end-to-end approach for globally optimal mode selection.
In Section III, we derive a set of global distortion metrics
and develop an algorithm for globally R-D optimized mode
selection. As an application, Section IV presents an end-to-
end implementation architecture for point-to-point MPEG-
4 video conferencing over the Internet. In Section V, we
use simulation results to demonstrate the performance im-
provement of our approach under various network config-
urations and varying network conditions. Section VI con-
cludes this paper and points out future research directions.

II. AN END-TO-END APPROACH

This section describes the end-to-end approach to solving
R-D optimized mode selection and set up the stage for
our theoretical development in Section III. We organize
this section as follows. In Section II-A; we introduce the
notion of global distortion and formulate the problem of
globally optimal mode selection. Section II-B examines
the key factors contributing to the global distortion.

A. Problem Formulation

Figure 1 depicts an architecture for video communica-
tion across a network. On the sender side, raw bit-stream
of live video is encoded by a video encoder. After this
stage, the compressed video bit-stream 1is first packetized
and then passed through the transport protocol layers be-
fore entering the network. Packets may be dropped inside
the network (due to congestion) or at the destination (due
to excess delay). For packets that are successfully delivered
to the destination, they first pass through the transport
protocol layers and depacketized before being decoded at
the video decoder.

Table I lists the notations used in this paper.

Under QCIF format, Ny is 99 and Nj, is 98. By using the
notations, F* < X; means that coded macroblock F is
completely contained by packet Xj; FZ»” < Xj means that
coded macroblock F? is partially contained by packet X,

K3
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TABLE I
NOTATIONS.
Ny the total number of MBs in a frame
Ny, the highest location number of MBs in a frame (N = Ny — 1)
Ng the number of MBs in a group of blocks (GOB)
re the MB at location ¢ in frame n
Er the coded MB at location 7 in frame n.
e the MB (at location 7 in frame n) which is above F}, if it exists.
Gg» the set of macroblocks F* (i € [0, N}]) that does not have F.T
]51(;’”) the probability of the event that F® is received correctly.
]sél’n) the probability of the event that F? is lost.
]51(&”) the probability of the event that FZ—.” 1s received correctly and FZ»” 1s lost.
PSL’”) the probability of the event that both FZ—.” and F* are lost.
i the original value of pixel j in F (raw data).
NZ the value of reconstructed pixel j in I at the encoder.
;’; the value of reconstructed pixel j in F* at the receiver.
a the prediction error of pixel j in inter-coded F)".
€5 the reconstructed prediction error of pixel j in inter-coded F}*.
ijv_l the value of reconstructed pixel v in F?~! for prediction of e
A:;Zl_l the value of reconstructed pixel I in F?~! to replace f[} due to FC-3.4
I the set of coding modes (i.e., T = {intra, inter}).
MP the mode selected to code macroblock F* (M € 7).
Xy the packet with sequence number k (k > 0).
0y the sequence number of the last packet used to packetize macroblock F*.
=< the completely containing relation between a macroblock and a packet.
< the partially containing relation between a macroblock and a packet.
X the set of packets that packetize frame 0, i.e., X' = {Xn? 21 €10, Ny}
K the number of packets in set A.

T For example, in QCIF, an MB in the first GOB does not have an MB above it.
t FC-3 will be defined in Section I1-B.3.

0 ) 1 ) 2 ) N
RaN Vlda) Vlda) Vldeo ! INTRA frame ! INTER frame ! INTER frame i INTER frame
— Encoder Decoder : : ’wa i : . MBs
| o | 12 s 4
Packetizer Depacketizer :
Xo X1 X2 X3 Xa

Transport
Protocol

Transport
Protocol

Frame number

Compressed Video Stream

Packet number

Packet

Fig. 2. Tllustration of packet number 7.

Fig. 1. Overview of the video communication.

(i.e., F* is split and contained in two consecutive packets).
In the example of Fig. 2 (where N = 3), packet 4 is the last
packet used to packetize macroblock s in frame N (F).
So n¥ is 4. In addition, packet 2 is the last packet used to
packetize MB i in frame 1. Thus, n} is 2.

In formulating the problem of globally R-D optimized
mode selection, we consider an MB at location ¢ (i €
[0, Np]) of a given frame. We assume that each MB can
be coded using only one of the two modes in 7.

The problem of classical R-D optimized mode selection

1s to find the mode that minimizes the quantization dis-
tortion D, for a given MB, subject to a constraint K. on
the number of bits used. This constrained problem can be
formulated as

in D, (M]"
min Dy (M)

z

subject to  R(M]") < R, (1)

where D, (M) and R(M]) denote the quantization dis-
tortion and the number of bits used, respectively, for mac-
roblock F[* with a particular mode M.

The classical R-D optimized mode selection 1s optimal
with respect to quantization distortion. However, under
environments such as Internet, where packets may get lost
either due to network congestion or due to exceeding the

maximum delay threshold, the classical R-D optimized
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mode selection is not optimal with respect to the distortion
D, , which measures the difference between the original im-
age/frame/MB at the source and the reconstructed one at
the receiver. This is because the classical R-D optimized
mode selection does not consider the path characteristics
(packet loss) and receiver behavior (error concealment),
both of which affect the distortion D,. This motivates us
to propose globally R-D optimized mode selection.

We consider the distortion D,, which is the difference
between the original image/frame/MB at the source and
the reconstructed one at the receiver. Under lossy environ-
ments such as Internet and wireless communication, the
distortion D, is a random variable, which may take the
value of either (1) the quantization distortion D, plus the
distortion D., caused by error propagation, or (2) distor-
tion D, caused by errors due to error concealment. We
define the global distortion D as the expectation of the
random variable D,. That is,

D = E{D,}, (2)

where D, takes the value of (D, + D,,) or D, with cer-
tain probability, which is determined by path characteris-
tics (packet loss behavior). Therefore, the global distortion
is affected by three factors: sender behavior (quantization
and packetization), path characteristics, and receiver be-
havior (error concealment).

The problem of globally R-D optimized mode selection
is to find the mode that minimizes the global distortion D
for a given MB, subject to a constraint R. on the number
of bits used. This constrained problem reads as follows.

IJI‘}iElD(MZ'n) subject to

z

R(MP) < Re, — (3)

where D(M]") denotes the global distortion for macroblock
F with a particular mode M.

The global distortion can be expressed by the sum of ab-
solute differences (SAD), mean absolute difference (MAD),
the sum of squared differences (SSD), mean squared error
(MSE), or peak signal-to-noise ratio (PSNR). In this pa-
per, we define the global distortion metrics for macroblock
F? in terms of MAD as follows.

K3

256
292 M = £l
j=1

MAD(FF) = = (4)

In the rest of the paper, we will develop theory based
on MAD. However, our underlying methodology is general
and can be applied to other global distortion metrics (i.e.,

SAD, SSD, MSE, PSNR).

B. Key Factors in the Global Distortion Metric

This subsection discusses in detail the three factors (i.e.,
sender behavior, path characteristics, and receiver behav-
ior) that contribute to the global distortion.

Coding Mode
® l
L]

Coding Control

vLC Compressed
n ompri
Raw fu n + Video
videoig'éB Multiplexer
- Motion
Vector
Q' Quantizer

1Q : Inverse Quantizer

IDCT : Inverse DCT

RLC : Run Length Coding
VLC: Variable Length Coding
QP : Quantization Parameter

MC : Motion Compensation
ME : Motion Estimation

Fig. 3. Block diagram of the video encoder under the inter mode.

B.1 Source Behavior

The source behavior includes quantization and packeti-
zation, which have impact on global distortion.

A block diagram of the video encoder is depicted in
Fig. 3. The switches represent the two different paths for
the intra- and inter-mode.

Under the intra mode, the raw video f/% is transformed
by DCT, quantized and coded by run length coding (RLC).
The resulting information, as well as coding parameters
such as the coding mode and the quantization parameter
(QP), is coded by variable length coding (VLC). Then the
compressed video stream is formed by the multiplexer. At
the same time, the pixel is reconstructed at the encoder for
the prediction used by the next frame. The value of the
reconstructed pixel is j’i’}

Figure 3 also illustrates the case when the encoder is op-
erating under the inter-mode. Under such mode, the raw
video f7% is first predicted from the motion-compensated
pixel in the previous frame, Ngv_l, resulting in the pre-
diction error, e;. The prediction error, e, 15 DCT-
transformed, quantized and coded by RLC. The resulting
information, as well as coding parameters such as the cod-
ing mode, the motion vector and the QP, is coded by VLC.
Then the compressed video stream 1s formed by the multi-
plexer. At the same time, the pixel is reconstructed at the
encoder for the prediction used by the next frame. There
are two steps for the reconstruction at the encoder. First,
the prediction error is reconstructed, resulting in €}’;. Sec-

fn—1

ond, €}; 1s added to the predicted value fi"*, resulting in

£n
ij*
n—1

the reconstructed value, That is, the pixel is recon-

structed by NZ =ei+ fiy

Before passed to the transport protocols and sent to the
network, the compressed video stream will be packetized.
To discuss the packetization at the source, we make the
following assumption throughout the paper.

Assumption 1: The payload size of a packet is greater
than the size of any MB.

For video applications over the Internet, a packet is al-
ways larger than an MB. In practice, the maximum size
of an MB is 90 bytes and the default IP packet size is 576
bytes while the protocol overhead is no more than 50 bytes,
resulting the payload with at least 526 bytes. Furthermore,
it is also plausible to use large packet size for video applica-
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tion to achieve efficiency. Therefore, Assumption 1 1s valid
for all practical purposes.

Under Assumption 1, since the size of a packet is always
larger than the size of any MB, an MB could be split into
at most two consecutive packets.

In the following, we define specific packetization schemes.

Definition 1 (Packetization Schemes) A packetization
scheme for video bit-stream 1s called
o PRT-1 if each generated packet has the same fixed
packet size;

o PKRT-2 if each generated packet solely contains a com-
plete MB;

o PRT-3 if each generated packet solely contains a com-
plete GOB/slice.

Under PKT-1, the packet size can be set as large as path
MTU to achieve efficiency. PKT-1 is widely used due to
its simplicity. If PKT-1 is used, there are only two cases
for the relation between an MB and the last packet used to
packetize it: (1) an MB (F}") is completely contained by a

K3

single packet (X,»), i.e., F/* < X;»; or (2) an MB (FP) is
split into two consecutive packets and partially contained
by each packet (Xn:z),l ie., FI' < Xyp.

If PKT-21s used, an MB never gets split into two pack-
ets. Thus, loss of a packet only corrupts one MB, which
enhances the error resilient capability of the video. For this
reason, PKT-2 was adopted by Internet Engineering Task
Force (IETF) [18].

PKT-3 has similar property to that of PKT-2. That is,
a GOB/slice/MB is never split into two packets.? Thus,
loss of a packet only corrupts one GOB/slice. Therefore,
PKT-3 was also adopted by IETF [27].

B.2 Path Characteristics

Path characteristics determine the probability of the
event that a packet can be received correctly. A path is
typically characterized by the Bernoulli model [3], [21] or
the Gilbert model [1].

Bernoulli Path Model

Under the Bernoulli path model, the packet loss in the
Internet is modeled as a Bernoulli process with only one
parameter, packet loss probability p;. In the end-to-end
architecture for video communication over the Internet, the
packet loss probability p; can be obtained by measuring the
numbers of lost packets and successfully received packets
at the receiver.? Thus, p; is given by

N

=1 5
Nl‘i‘Nr’ ()

Yz

where N is the number of lost packets and N, the number
of successfully received packets.
Gilbert Path Model

I To be specific, if Fi" is split, Fi" is partially contained by packet
Xn:‘—l and partially contained by packet Xn:z.

2MPEG-4 does not have the concept of GOB for video sequences
with arbitrary shape. However, we can define a slice which is the part
of GOB confined by two shape boundaries of the VO.

3Packets that arrive later than the maximum expected time are
regarded as lost packets.

R: Receive state
L: Loss state

w0 (R

q

Fig. 4. Gilbert path model.

Measurements of packet loss in the Internet have shown
that the packet loss behavior can be modeled reasonably
well with a 2-state Markov chain, i.e., the Gilbert model
(see Fig. 4) [1]. That is, the Markov chain is in state R if
a packet is received timely and correctly and in state L if
a packet is lost either due to network congestion or due to
exceeding the maximum delay threshold. The parameters
p and ¢ are the transition probabilities between states L
and R. The durations of states L and R are exponentially
distributed with respective mean lengths 77 and Tx, which
are given by

The probability of the event that the path is in state L

(i.e., packet loss probability) is given by

T g
Tr+T. p+q

(6)

Py,

The transition matrix A of the 2-state Markov chain is
given by
A= [ I=p p ] .
¢ 1-gq
In the end-to-end architecture, the transition probabilities
p and ¢ are given by:

N1+ N»

N3

d -8
S VAN

p (7)
where Nj 1s the number of successfully received packets
when the previous packet is lost, Ny is the number of lost
packets when the previous packet is lost, N3 is the number
of lost packets when the previous packet is successfully re-
ceived, and Ny is the number of successfully received pack-
ets when the previous packet is successfully received.* Ny,
N3, N3, and Ny can be measured at the receiver.

Remark 1: Tt should be clear that when p + ¢ = 1, the
2-state Markov chain becomes a Bernoulli process. That is,
a Bernoulli process is a special case of the 2-state Markov
chain.

B.3 Receiver Behavior

Receiver behavior, i.e., error concealment, affects the
video quality. We define specific error concealment schemes
as follows.

Definition 2 (Error Concealment Schemes) An error con-
cealment scheme is called

4Packets that arrive later than the maximum expected time are
regarded as lost.
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o EC-11if it replaces the whole frame (in which some MBs
are corrupted) with the previous reconstructed frame;

o EC-2 if 1t replaces a corrupted MB with the MB at the
same location from the previous frame;

o EC-3if it replaces the corrupted MB with the MB from
the previous frame pointed by a motion vector.®

We would like to stress that EC-1 and EC-2 are special
cases of F(C-3.

A block diagram of the video decoder is depicted in Fig. 5
where E(C-3 is used. Three switches represent different
scenarios as follows.

o Switch S51: represents the two different paths for the
intra- and inter-mode.
o Switch S2: represents the two different paths for the two
cases as follows.

— the case where the packet containing F? is received
correctly.

— the case where the packet containing " is lost.
o Switch S3: represents the two different paths for the two
cases as follows.

— the case where the estimated motion vector of the cor-
rupted F is set to zero.

— the case where the estimated motion vector of the cor-
rupted Fi* is copied from F7'.

The compressed video stream is first demultiplexed by
the demultiplexer and decoded by variable length decoding
(VLD). The resulting coding mode information will con-
trol switch S1. The resulting QP will control the inverse
quantizer (IQ). The resulting motion vector is used for mo-
tion compensation. The information containing DCT coef-
ficient will be decoded by run length decoding (RLD), then
inversely quantized, and inversely DCT-transformed.

Under EC-3, there are three cases for the reconstructed
pixel at the receiver as follows.

o Case (i): The packet containing F is received correctly.
If F* is intra-coded, then we have f[} = f[‘;, which 1is il-

lustrated in Fig. 5 with state {S1: Intra, S2: No loss, S3:

don’t care}. If F* is inter-coded, then we have

HRETR S (8)
which is illustrated in Fig. 5 with state {S1: Inter, S2: No
loss, S3: don’t care}.

o Case (i1): The packet containing F/* is lost and the
packet containing the MB above (/') has been received

correctly. Then we have f[} = fﬁll_l, which is illustrated in
Fig. 5 with state {S1: don’t care, S2: Loss, S3: MV#0}.

o Case (iii): The packet containing F* and the packet
containing FZ—.” are all lost. Then we have f[} = fg_l, which
is illustrated in Fig. 5 with state {S1: don’t care, S2: Loss,
S3: MV=0}.

Thus far we have examined the three key components
that contribute to the video quality in terms of global dis-
tortion. In the next section, we derive the global distortion
metric based on the materials discussed in this section and

design an algorithm for optimal mode selection.
5The motion vector of the corrupted MB is copied from one of its

neighboring MB when available, otherwise the motion vector is set to
Zero.

Coding Mode
En
‘ P fi L
o

Compressed Vk D
Video

Intra No loss MV=0
Hre e
Inter Loss MV%0

oy
+ lij Decoded
Soct Video

Demultiplexer

VLD : Variable Length Decoding
RLD : Run Length Decoding

1Q : Inverse Quantizer

IDCT : Inverse DCT

MC : Motion Compensation

QP : Quantization Parameter

Fig. 5. Block diagram of the video decoder.

III. OpPTIMAL MODE SELECTION

In this section, by using an end-to-end approach, we de-
rive, for the first time, a set of accurate global distortion
metrics for any packetization scheme. We also design an
algorithm for optimal mode selection based on the global
distortion metrics.

Since measurements on the Internet indicate that packet
loss behavior can be modeled reasonably well with a 2-
state Markov chain, i.e., the Gilbert model [1], we thus
characterize the path across the Internet with the Gilbert
model.

We organize this section as follows. In Section III-A,
we derive the global distortion metrics for an intra-coded
MB and an inter-coded MB. In Section III-B, we design an
algorithm for optimal mode selection based on the global
distortion metrics.

A. Derwation of Global Distortion Metrics

Without loss of generality, we consider the distortion for
macroblock s in frame N, where s (s € [0, N3]) is the lo-
cation number and N (N > 0) is the frame number. Note
that the sequence number for both frame and packet start
from zero.

Assume the first I-frame of the video stream has been
successfully received.® Given transition matrix A for the
Gilbert path model, after transmission of n packets, the
transition matrix becomes A - A ---A, 1.e., A" where

——

n

AP — [ l—p p ] .
¢ l—gq

Since the resulting A™ is a 2 x 2 matrix, we can denote A"
as

Piy PiR

A" =

Py Py
where Pig»n) (i € {L, R} and j € {L, R}) denotes the tran-
sition probability from state i to state j after transmission
of n packets.

Intra Mode

6 The reason why we make this assumption is to initialize E{floj}
used by the encoding process.
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The following lemma shows how to compute the prob-
ability of the event that F" is received correctly and the
probability of the event that I is lost.

Lemma 1: The probabilities of ]51(;’”) and ]séi’n) (n>0)
are given respectively by

1 if an e X
1
Phy
ﬁ(%”) _ if FZn j ann (Xn:‘—l c X and ann ¢ X)
(i)
ple =K+ if B < Xyn (X ¢ )
PR Py EP =< X (X € )
(9)
and
0 if X,r € X
1
Py
ﬁ(%”) _ if FZn j ann (Xn:‘—l c X and ann ¢ X)
(i)
pl—EFD if P < Xy (Xyr ¢ X)
1— PR~ P A FP < Xy (X & )
(10)

For a proof of Lemma 1, see Appendix.

The following lemma shows how to compute the proba-
bility of the event that FZ—.” is received correctly and F* is
lost and the probability of the event that both FZ—.” and F
are lost.” ' '

Lemma 2: The probabilities ]51(&”) and PSL’”) (n > 0)
are given in Tables IT and III.

For a proof of Lemma 2, see Appendix.

The following proposition shows how to compute MAD
for the intra-coded MB under the Gilbert path model and
EC-3.

Proposition 1: Under the Gilbert model and EC-3, the
MAD for the intra-coded MB at location s of frame N
(N > 0) is given by

256
- F
MAD(F¥ intra) = Z | { }|

(11)

256
where
Py o P E{f;;.—l if FI' e g"
E{f} = P o LRI i ,
+P Bl if Fr g gn
(12)

where ﬁg’n), ]séi’n) PI(%L ") and PéL ") are given by Eqgs. (9)
and (10), Tables IT and III, respectively.
Proof: From Eq. (4), we have

E {2256 fﬁ |}
256 ’

7Due to the complication of the formulae, we list them in the tables.

MAD(FN intra) (13)

Due to the random nature of the path characteristics, fg at

the receiver 1s a random variable while f;}f is not a random
variable. Thus, Eq. (13) becomes Eq. (11).
To see that Eq. (12) holds, we consider the following two

cases based on the position of F*.

o Cuase 1: Suppose that F* does not have 1172—.",8 le., I €
G". According to the packet loss behavior, there are two
cases for the random variable f[} as follows.

— Subease 1.1: Suppose that the packet containing P

is received correctly. Then we have f = and the

i = i
probability of this event is PI(% ")
— Subcase 1.2: Suppose that the packet containing F” is
lost. Since the MB above Fj* does not exist, the estimated
motion vector of the corrupted F;* is set to zero. Thus,

the corrupted pixel j in F is concealed by pixel j in FZ»"_1

;’; = fi’;_l, and the proba-

bility of this event is péi’n). Since fg_l is also a random

at the receiver. Then we have

variable, from Fact 2, the expectation of fg_l should be

chosen in computing the expectation of f[} So we have

= B{f57

Based on the analysis of Subcases 1.1 and 1.2, the expec-

tation of ” can be given by
E{fGy =P R+ PO BT ()
o Case 2: Suppose that F has FZ—.”,9 ie., Fl* ¢ G™. Ac-

cording to the packet loss behavior, there are three cases
for the random variable [ as follows.
— Subease 2.1: Suppose that the packet containing e

is received correctly. Then we have f = and the

Z] ZT} I
probability of this event is PI(% "),

— Subcase 2.2: Suppose that the packet containing F” is
lost and the packet containing the MB above (F") has been
received correctly. Then due to error concealment EC-3,
the corrupted pixel j in F* is concealed by the pixel in
frame n — 1, which is pointed by the motion vector of F”
Since this pixel is denoted by pixel [ in macroblock m of

frame n — 1,1% then we have f” = :fll ! and the proba-

bility of this event is PI(%L ") Since f"_1 is also a random
variable, from Fact 2, the expectation of f" ! should be

chosen in computing the expectation of f”. So we have

= Bl
— Subcase 2.3: Suppose that the packet containing F}"
and the packet containing F7" are all lost. Since the MB

above I is lost, the estimated motion vector of the cor-

rupted F}* is set to zero. Then the corrupted pixel Jjin Fl

is concealed by pixel j in F/*~'. Thus, we have ” = Z_l,
and the probability of this event is PéL ). Since fij 1s also

a random variable, from Fact 2, the expectation of f»"»_l

should be chosen in computing the expectation of f%. So

we have fij = E[ff7 1.

8For example, FE7 is located at the top of the frame.
?For example, F? is not located at the top of the frame.

LORefer to Table I.
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TABLE II

THE PROBABILITY Pl(%”L").

Cases H PI(%ZF)
Xor €X ot I < Xpr (Xpr X and Xyr = Xpr) 0
FP 2 Xyp (Xyp—1 € X and Xy ¢ X) PI(;L)
Fr < Xy» and FZ—.” < Xypro1 (Xyro1 € X) PI(%%L_K) 'PI(%lL)
Fr < Xy and F;” = Xyroa (Xn:‘—l ¢ ) PJ(;}%TL_K_U 'PI(%% : PI(%lL)
FP < Xyr (Xyr @ X and Xpp # X,0) PE™ Py ™
FP = Xgn (Xyp @ X and Xy 1 # Xyn) 151(%;’”) (1= P}(&n_n;_m 'PI(%%)
TABLE IIT
THE PROBABILITY p&").
Cases H Pélin)
Xyr € X oor F' < Xyr (Xn,"—l € X and Xy» g x) 0
I < Xpr (X0 ¢ X and X0 = X, Py Y
Fr < X,» and FZ—.” < Xypr_1 (an"—l ¢ x) PI(%?L_K)
Fr < Xyr and FZ—.” = Xyroa (Xn,"—l gx) PJ(%%L_K) + PJ(%UL:L_K_U 'PI(jR) : PI(%lL)
FP' < Xy and F?' < Xy (Xpr @ X and Xpp # Xyn) ng;"—KH) .pé’k"—n;")
B < Xy and F? < Xpe (X0 ¢ X and Xn # X,r) PR p) plri=nl)
+Pg POy PR T
Py PP
Fr < X,» and Fr < Xyr (Xyr @ X and Xpn_1 # Xyn) plgf—K+1) (1= Pé’g—n;"—l) .Pg}%)
F7 < Xy and F? < Xpe (Xyp ¢ X and X, # Xy0) puiE pl o plmnt=l pll)
+Pg P - P
R TRV o S & )

Based on the analysis of Subcases 2.1, 2.2 and 2.3, the

expectation of fi; can be given by

B[] = PR

i+ Pt B+ P B

(15)
Combining Cases 1 and 2 above, we complete the proof
of Eq. (12). [ |

We would like to stress that Proposition 1 holds for any
packetization scheme.

Under PKT-2 or PKT-3, since no MB is split, Egs. (9)
and (10) can be simplified by

. 1 ifn=0

. PUIKHD e s 1
and

. 0 ifn=0

. PUITEFY e g "

RL

respectively. In addition, Tables II and III can be simplified

by
' 0 ifn=0
P = o)
A A T Y
and
' 0 ifn=0
A A T
respectively.

Under FC-1/2 and PKT-2/3, since it works just like
the case where no motion vector is available under EC-3,
Eq. (12) can be simplified by

E{f5) = PR+ P ELRTY(20)
Thus, £C-1 and EC-2 are special cases of EC-3.

Remark 2: Under PKT-2 or PKT-3, from Egs. (16) to
(19), we have ]51(;"”) =1, péi’n) =0, ]51&”) = 0, and
PSL’”) =0, if n = 0. Thus, from Eq. (12), we have

E{f5y=1f5  (i€[0,Nyand j€[1,256]). (21)
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That is, E{f! ’:} is initialized with ff;, which is known at

the encoder.11 Then, E{f”} (for frame n > 0) can be
obtained through the iteration in Eq. (12).
Inter Mode

The following proposition shows how to compute MAD
for the inter-coded MB under the Gilbert path model and
EC-3.

Proposition 2: Under the Gilbert model and EC-3, the
MAD for the inter-coded MB at location s of frame N
(N > 0) is given by

i - B }I

MAD(F¥ jinter) = 256 (22)
where
P @+ B{E ) + P B
if i e g
E A.n. = ~ in ~n 2 ~(t.n PRy —
{z]} PI(%)( —|—E{ J1)+PI(%L)E{fmll
‘HDLL E{fZ !
if I ¢ G
(23)

where ﬁg’n), ﬁg’n), PI({ ) and P( ") are given by Eqgs. (9)
and (10), Tables IT and III, respectlvely.

Proof:  Similar to the derivation of Eq. (11), we have
Eq. (22). To see that Eq. (23) holds, we can also use
the same way as that to derive Eq. (12). The only dif-
ference is the case where the packet containing F* is re-
ceived correctly. In this case, under the inter code, we have
;’; =ey+ fri=1which is Eq. (8). |

We would like to stress that Proposition 2 holds for any
packetization scheme.

Under PKT-2 or PKT-3, since no MB is split, Egs. (9)
and (10) can be simplified by Eqgs. (16) and (17), respec-
tively. In addition, Tables II and III can be simplified by
Egs. (18) and (19), respectively.

Under FC-1/2 and PKT-2/3, since it works just like
the case where no motion vector is available under EC-3,

Eq. (23) can be simplified by

B{fi} = PR (@

Although the global distortion metrics derived in Sec-
tion ITI-A only apply to the Gilbert path model, the
methodology we employ (i.e., the end-to-end approach) is
general and can be applied to any path model (e.g., self-
similar path model).

L B{fT )+ PYY B (24)

B. Optimal Mode Selection Based on Global Distortion
Metrics

Given the packetization scheme used by the source, the
path characteristics and the error concealment scheme used
by the decoder, we design a globally R-D optimized mode
selection algorithm.

' This is why we assume the first I-frame of the video stream has
been successfully received.

Consider a GOB denoted by F;' = (Fg', -, Fiing—1),
where Ng 1s the number of MBs in a GOB. Assume
each MB in 7 can be coded using only one of the two
modes in set Z. Then for a given GOB, the modes as-
signed to the MBs in F7' are given by the Ng-tuple,
My = (M7, "’M;+Ng—1) € INe. The problem of glob-
ally R-D optimized mode selection is to find the combi-
nation of modes that minimizes the distortion for a given
GOB, subject to a constraint R. on the number of bits
used. This constrained problem can be formulated as

r/r\l/li;I}D(fg,/\/l;) subject to  R(Fy, My) < Re, (25)
where D(F}}, My) and R(F;, M7) denote the total distor-
tion and bit budget, respectively, for the GOB F7 with a
particular mode combination Mj.

The constrained minimization problem in (25) can be
converted to an unconstrained minimization problem by
Lagrange multiplier technique. Under the assumption of an
additive distortion measure, the Lagrangian cost function
can be given by

g+Ng—-1
i:g
g+Ng—-1

= > [DF, M)+ AR(E!, M),

i:g

J(FP, M) =

g

(26)
Thus, the objective function becomes

g+Ng—-1

Z J(Fz'n’ MZ)
i=g

If both the rate and distortion for macroblock Fj* are not
affected by other mode that is not used by macroblock £},
a simplified Lagrangian can be given by

J(Fi”,/\/l;l) = J(Fz’n’Min)'

min

o (27)

(28)
Thus, the optimization problem of (27) reduces to
S9N ming e J(FP, M]) =
SUE T miny {D(FP, MP') + AR(FP, M)}, (29)

where the global distortion D(F/*, M*) can be expressed by
the formulae we derived in Section III-A, according to the
coding mode, the packetization scheme used by the source
and the error concealment scheme used by the decoder.

The problem of (29) is a standard R-D optimization
problem and can be solved by the approaches described
n [8], [11], [14], [22]. Different from these approaches, we
use a simpler method to obtain A.

Since a large A in the optimization problem of (29) can
reduce the bit-count of the coded frame, we employ this
nature in choosing A. To be specific, at the end of frame
n, we adjust A for frame n + 1 (i.e., Ay41) as follows:

By +2-(y— By)

Angr = A (30)
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Fig. 6. An end-to-end architecture for MPEG-4 video conferencing.

Raw Video
—

where B,, is the current buffer occupancy at the end of
frame n and v is the buffer size. A, is initialized by a
preset value Ag. The adjustment in Eq. (30) is to keep the
buffer occupancy at the middle level to reduce the chance
of buffer overflow or underflow. In other word, Eq. (30)
also achieves the objective of rate control.

Sections IT and IIT complete the theoretical part of our
work. To evaluate the effectiveness of our approach, we in-
tegrate our theory with a specific system — an architecture
for point-to-point MPEG-4 video conferencing over the In-
ternet.

IV. AN ApPLICATION FOR MPEG-4 VIDEO
CONFERENCING

In this section, we present an end-to-end architecture for
point-to-point MPEG-4 video conferencing over the Inter-
net.

A. Architecture of MPEG-/ Video Conferencing

Figure 6 shows our end-to-end architecture for point-to-
point MPEG-4 video conferencing over the Internet. We
use the MPEG-4 rate control algorithm described in [2],
[23] to control the output rate to be constant. In this pa-
per, we set the rate fixed to investigate the error resilient
capability of our architecture and algorithm.

In Fig. 6, on the sender side, raw bit-stream of live video
is encoded by an MPEG-4 encoder. After this stage, the
compressed video bit-stream is first packetized at the sync
layer and then passed through the RTP/UDP/IP layers
before entering the Internet. Packets may be dropped at
a router/switch (due to congestion) or at the destination
(due to excess delay). For packets that are successfully
delivered to the destination, they first pass through the
RTP/UDP/IP layers in reverse order before being decoded
at the MPEG-4 decoder.

On the receiver side, a QoS monitor detects the packet
loss through RTP sequence number and estimates the tran-
sition probabilities (e.g., p and ¢ in the Gilbert model).
When the receiver sends out a feedback RTCP packet to
the source, the estimated parameters p and ¢ are carried
in the feedback packet. Once source receives such feed-
back, it encodes the video based on the parameters p and
g through the proposed R-D optimized mode selection in
Section IV-D and rate control algorithm in [2], [23].

B. Transport and Feedback Control Protocols

Since TCP retransmission introduces delays that are
not acceptable for MPEG-4 video conferencing, we employ
UDP as the transport protocol for MPEG-4 video streams.
Because UDP does not guarantee packet delivery, the re-
ceiver needs to rely on upper layer (i.e., RTP/RTCP) to
detect packet loss.

Real-Time Transport Protocol is an Internet standard
protocol designed to provide end-to-end transport func-
tions for transmitting real-time applications [12]. RTP
Control Protocol (RTCP) is a companion protocol designed
to provide QoS feedback to the participants of an RTP ses-
sion. In order words, RTP is a data transfer protocol while
RTCP is a control protocol.

RTCP provides QoS feedback through the use of Sender
Reports (SR) and Receiver Reports (RR) at the source and
destination, respectively. In particular, RTCP keeps the
total control packets to 5% of the total session bandwidth.
Among the control packets, 25% are allocated to the sender
reports and 75% to the receiver reports. To prevent control
packet starvation, at least one control packet is sent within
five seconds at the sender or receiver. The feedback control
protocol employs RTCP to convey QoS information so that
QoS information can be utilized by the encoder.

RTP does not guarantee QoS or reliable delivery, but
rather, provides some basic functionalities (e.g., packet se-
quence number). As a result, packet loss can be detected
by the QoS monitor through examining the RTP packet se-
quence number at the receiver side. In particular, a packet
that arrives after the maximum delay threshold is consid-
ered lost.

We employ the Gilbert path model since measurements
of packet loss in the Internet has shown that the bursty
packet loss behavior in the Internet can be modeled rea-
sonably well with the Gilbert model [1], [5]. The path
characteristics can be estimated by the QoS monitor as
follows. On obtaining the packet loss information from
RTP/UDP/IP module, the QoS monitor measures Ny, Na,
N3, and N4, and estimates the transition probabilities, p
and ¢, through Eq. (7).

The period for estimating p and ¢ is set to five seconds.
That is, N1, N3, N3, and N4 are measured during the five-
second period. At the end of each period, p and ¢ are
obtained through (7) and then transferred by an RTCP
packets. Since Nj, No, N3, and N, are reset to zero at
the end of each period, the estimated p and ¢ reflect the
current network congestion status.

C. Packetization and Error Concealment

We use PKT-3 rather than PR T-2 to achieve efficiency
for Internet video conferencing. In addition, when a packet
is lost, we employ EC-3 to conceal the region associated
with the lost packet. To be specific, each corrupted MB will
be replaced with the MB in the previous frame pointed by
an estimated motion vector. The estimated motion vector
of the corrupted MB is copied from the MB above it when
available, otherwise the motion vector is set to zero. Note
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TABLE 1V
SIMULATION PARAMETERS.

MaxPL 526 bytes
Rate 100 Kbps
MPEG-4 Frame rate 10 frames/s
I-VOP refreshment period 50 frames
Ao 1
Buffer size 1 Mbytes
Mean packet processing delay 300 ps
Packet processing delay variation 10 ps
End system Packet size 576 bytes
TCP Maximum receiver window size 64K bytes
Default timeout 500 ms
Timer granularity 500 ms
TCP version Reno
E(Ton) 100 ms
UDP E(Togp) 150 ms
p 100 Kbps
Packet size 576 bytes
Switch Buffer size 10 Kbytes
Packet processing delay 4 us
End system to switch Link speed 10 Mbps
Link Distance 1 km
Switch to switch Distance 1000 km

that a more sophisticated error concealment scheme than
EC-3 may achieve better performance than that of EC-3.

D. Feedback-Based Optimal Mode Selection

For implementation purpose, our end-to-end approach
also considers the impact of feedback mechanism on the
video quality (in terms of global distortion). The rationale
is as follows. Global optimality is not achievable without
feedback since the source could not select an optimal mode
without knowledge of the path characteristics and receiver
behavior. In addition, the congestion status of the Inter-
net 1s dynamically changing. Assigning the path charac-
teristics (e.g., p and ¢) with fixed numbers may either lose
compression efficiency when the network is less congested
than expected, or suffer from insufficiency of error resilience
when the network becomes more congested than expected.
Therefore, it is not valid in the real Internet to assume
that the path characteristics is known a priori and is fixed.
From our experiments and simulations, we observe that the
percentage of intra-coded macroblocks should increase as
the packet loss ratio increases in order to improve the ca-
pability of error resilience. Thus, MPEG-4 video coding
should adapt to the changing Internet environment, i.e.,
network congestion.

This motivates us to employ a feedback mechanism to
convey such information to the encoder as the path char-
acteristics (i.e., p and ¢) estimated at the receiver and the
error concealment scheme used by the decoder. The type
of error concealment scheme used by the receiver can be
transmitted at the set-up period of the session.

Base on the theory in Section III, we design a globally R-
D optimized mode selection algorithm for MPEG-4. Since
we employ PRKT-3, EC-3 and the Gilbert path model, the
global distortion D(F}*,intra) in (29) can be expressed by
Egs. (11), (12), (16), (17), (18), and (19); the global dis-
tortion D(F, inter) in (29) can be expressed by Eqs. (22),
(23), (16), (17), (18), and (19). Based on the feedback p
and ¢, the proposed algorithm will choose a mode which
best trades off compression efficiency and error resilience.

V. SIMULATION RESULTS

In this section, we implement the end-to-end architecture
described in Section IV on our network simulator and per-
form a simulation study of video conferencing with MPEG-
4. The purpose of this section is to demonstrate the perfor-
mance improvement of our end-to-end approach over the
classical approach under various simulation settings.

A. Simulation Settings

The network configurations that we use are the peer-to-
peer (Fig. 7), and the chain (Fig. 9) network configurations.
These network configurations have been used as standard
test configurations in networking research community.

We implement the architecture depicted in Fig. 6. At
the source side, we use the standard raw video sequence
“Miss America” in QCIF format for the video encoder.

The encoder employs the rate control described in [2],
[23] to keep a constant rate at 100 Kbits/s. The frame
rate is 10 frames/s. The encoder is used in the rectangular
mode, with intra-VOP refreshment period of 50 frames.
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Fig. 7. A peer-to-peer network.

The encoded bit-stream is packetized with PKT-3
scheme (i.e., a packet corresponds to a GOB). Additional
overhead from RTP/UDP/IP is also added to the packet
before it is sent to the network. We use 576 bytes for
the path MTU. Therefore, the maximum payload length,
MaxPL, for MPEG-4 is 526 bytes (576 bytes minus 50 bytes
of overhead) [13]. Packets may be dropped due to con-
gestion in the network. For arriving packets, the receiver
extracts the packet content to form the bit-stream for the
decoder.

In addition to MPEG-4 video, we also use TCP/UDP
connections to simulate the background interfering traf-
fic. All TCP sources are assumed to be persistent during
the simulation run. For UDP connections, we use an ex-
ponentially distributed on/off model with average F(T,,)
and E(T,z¢) for on and off periods, respectively. During
each on period, the packets are generated at peak rate r,.
The average bit rate for a UDP connection is, therefore,

E(Ton
P BT, +E(Toss)

Table IV lists the parameters used in our simulation.

Under such simulation settings, we consider three differ-
ent encoders for MPEG-4 video as follows.

Encoder A: employs the classical approach for R-D opti-
mized mode selection.

Encoder B: implements the globally R-D optimized mode
selection described in Section IV-D. However, feedback is
not employed.

Encoder C: implements the globally R-D optimized mode
selection described in Section IV-D. Feedback mechanism
1s used.

B. Performance Under the Peer-to-Peer Configuration

A peer-to-peer network configuration is shown in Fig. 7.
We emphasize that such simple network configuration cap-
tures the fundamental property of a transport path within
the Internet cloud (Fig. 6) since there is only one bottle-
neck link (i.e., the one with minimum bandwidth among all
the traversing links) between the sender and the receiver.
Since the network status under this configuration is stable,
Encoder B and Encoder C are identical. Thus, we only
examine Encoder A and Encoder B rather than Encoder
C under this configuration, i.e., feedback mechanism is not
necessary here.

We run our simulations under two scenarios. The first
scenario is loss-free environment. It can be seen from
Eq. (2) that D, takes the value of D, when there is no
loss, thereby making the global distortion equal to quan-
tization distortion. Thus, under the loss-free environment,
Encoder B works just in the same way as Encoder A. As

60
55 [ ---- Encoder A
Encoder B
50 ]
45 [ J
o
S 40 | 3
>
o
Z 35 b
7]
o
30 - bl
25 [ 1
20 1
15 . . . . . . . . .
0 5 10 15 20 25 30 35 40 45 50
Frame Number
(a)
40
————— Encoder A

Encoder B

15 . . . . . . . . .
(o] 5 10 15 20 25 30 35 40 45 50
Frame Number
(b)
Fig. 8. PSNR at the receiver under (a) the loss-free peer-to-peer

network and (b) the lossy peer-to-peer network.

a result, Encoder B has the same performance (in terms
of PSNR of Y component of the video at the receiver) as
that of Encoder A, which is demonstrated in Fig. 8(a). The
average PSNRs are all 43.6 dB.

The second scenario of our simulation under the peer-
to-peer configuration is lossy environment, where the loss
pattern is characterized by the Gilbert path model with
p=0.76 and ¢ = 0.08.12 The resulting average packet loss
ratio is 9.5%.

The performances under the second scenario is shown in
Fig. 8(b). The average PSNRs correspondent to Fig. 8(b)
are 20.7 dB for Encoder A and 22.6 dB for Encoder B,
respectively. Tt can be seen that our approach (i.e., Encoder
B or C) is able to improve the quality in terms of PSNR,
compared with the classical approach (i.e., Encoder A).

C. Performance Under the Chain Configuration

This is a benchmark network configuration commonly
used to examine traffic behavior under the impact of other
traversing interfering traffic. The specific chain configura-

12We set p = 0.76 and ¢ = 0.08 to match the real measurements
collected between INRIA in France and University College London in
the UK [9].
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Fig. 9. A chain network.

tion that we use is shown in Fig. 9 where path G1 consisting
of multiple flows and traverses from the first switch (SW1)
to the last switch (SW4), while all the other paths traverse
only one hop and “interfere” the flows in G1.

In our simulations, G1 consists of one MPEG-4 source,
three TCP connections and three UDP connections while
G2, G3 and G4 all consist of three TCP connections and
three UDP connections, respectively. The link capacities
on Link12, Link23, and Link34 are identical. We run sim-
ulations under two cases.

Case (a): The link capacity is 250 Kbps to simulate a net-
work with high loss probability.
Case (b): The link capacity is 350 Kbps to simulate a net-
work with low loss probability.

We run our simulation under the two cases for 100 sec-
onds. Since there are only 150 continuous frames in “Miss
America” sequence available, we repeated the video se-
quence cyclically during the simulation run.

Figure 10 shows the PSNR of the first 50 frames in the
100-second simulations. It can be observed that under both
cases, Encoder C achieves the best performance, Encoder
B has the second best performance, and Encoder A per-
forms the worst. That 1s, our approach achieves better
performance than the classical one, even if feedback mecha-
nism is not employed; feedback-based scheme (i.e., Encoder
C) achieves better performance than non-feedback-based
scheme (i.e., Encoder B).

Figure 11 shows the PSNR at the receiver during the 100-
second simulations. The packet loss ratios corresponding
to Fig. 11(a) are all 19.8%; the packet loss ratios corre-
sponding to Fig. 11(b) are all 3.2%.

The average PSNRs corresponding to Fig. 11(a) from top
to bottom are 19.0 dB, 19.7 dB, and 20.8 dB, respectively.
The average PSNRs corresponding to Fig. 11(b) from top
to bottom are 26.9 dB, 28.9 dB, and 30.4 dB, respectively.
In Fig. 11, it can be seen that there is a period of 5 seconds
starting by a peak in PSNR. This is due to intra-VOP
refreshment period of 50 frames (5 second).

To examine the perceptual quality of the received video
streams, we play out the decoded video sequences at the
receiver. Figure 12(a) shows a sample video frame in loss-
free environment; Figure 12(b) shows the same video frame
under Encoder A when Case B (350 Kbps) is used; Fig-
ure 12(c) shows the same video frame under Encoder C
when Case B (350 Kbps) is used. Figure 12 demonstrates
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(b)

Fig. 10. PSNR at the receiver under the chain network (a) with link
capacity 250 Kbps; and (b) with link capacity 350 Kbps.

that our approach (i.e., Encoder C) achieves better per-
ceptual quality than the classical approach (i.e., Encoder
A).

We summarize the packet loss ratios (PLR) and average
PSNRs of all simulations in Table V. We have the following
observations.

o Under loss-free peer-to-peer network, since the PLR un-
der Encoder A and B are all zero, the PSNRs for Encoder
A and B are, therefore, the same as shown in Fig. 8(a).

¢ Under lossy peer-to-peer network, the average PSNR, for
Encoder B is higher than that for Encoder A, which demon-
strates the error resilience of our approach.

¢ Under the chain network with link capacity 250 Kbps
(high loss probability), Encoder C has the highest average
PSNR; Encoder A has the lowest average PSNR; the aver-
age PSNR for Encoder B is higher than that for Encoder
A.

¢ Under the chain network with link capacity 350 Kbps
(low loss probability), Encoder C has the highest average
PSNR; Encoder A has the lowest average PSNR; the aver-
age PSNR for Encoder B is higher than that for Encoder
A.

In summary, our simulation results demonstrate that:
(1) our approach can achieve better quality over the classi-
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15

Fig. 12.
Encoder C under lossy environment.

(a) Sample frame under loss-free environment; (b) Sample frame for Encoder A under lossy environment; (c) Sample frame for

TABLE V
PACKET LOss RATIO (PLR) AND AVERAGE PSNR UNDER DIFFERENT NETWORK CONFIGURATIONS.

Network configuration | PLR (%) Average PSNR (dB)
Encoder A | Encoder B | Encoder C
Peer-to-peer (loss-free) 0 43.6 43.6 43.6
Peer-to-peer (lossy) 9.5 20.7 22.6 22.6
Chain (250 Kbps) 19.8 19.0 19.7 208
Chain (350 Kbps) 3.9 6.9 78.9 304

cal approach under packet loss network environment; and
(2) the feedback mechanism can help to further improve
presentation quality.

VI. CoNCLUDING REMARKS

In this paper, we investigated the fundamental problem
of R-D optimized mode selection for point-to-point Inter-
net video communication from an end-to-end perspective,
which includes source behavior, path characteristics, and
receiver behavior. The main contributions of this paper
are listed as follows.

¢ By introducing the notion of global distortion, we for-
mulated the R-D optimized mode selection problem, which
generalized the classical approach. We derived, for the first
time, a set of accurate global distortion metrics for any
packetization scheme. We showed how to apply the global
distortion metrics to a specific packetization scheme.
o Weshowed how to use the global distortion metrics to de-
sign the globally R-D optimized mode selection algorithm.
The proposed algorithm offers the best trade-off between
compression efficiency and error resilience. Qur theory is
general and is applicable to many video coding standards,
including H.261/263 and MPEG-1/2/4.
¢ We applied our theory to MPEG-4 video conferencing
over the Internet. A feedback mechanism was employed to
convey path characteristics and receiver behavior so that
the source encoder can achieve global optimality in the
mode selection. Simulation results conclusively demon-
strated that our end-to-end approach offers superior per-
formance over the classical approach for Internet video con-
ferencing.

Globally optimal mode selection is an approach from the
perspective of error-resilient source coding. We believe a
hybrid scheme integrating the globally optimal mode se-

lection with forward error correction (FEC) could further
enhance the robustness of video communications over error-
prone networks. This will be the focus of our future re-
search.

APPENDIX
A. Facts

From the definition of conditional probability, we have
the following facts.

Fact 1: Denote P(B|.A) the conditional probability of an
event B assuming A. The probability of the intersection
AB is given by

P(AB) = P(A) - P(BJA). (31)

Fact 2: Suppose that events A; form a partition of A and

events B;; form a partition of A;. Denote p; the probability

of event A; and ¢; the conditional probability of an event

B;; assuming A;. Define a random variable x on A and a
random variable y; on A;. Then we have

E{x} = Z(pi - E{yi}).

2
Assume that random variable x takes the values z;;,
which is correspondent to event B;;. Then Eq. (32) fol-

(32)

lows from

E{X} = ZZ xzy ZZ ABZ] l‘”]
= ZZ ml«4)'l‘zj]
S

SoApi D (g5 wiy) :Z(Pi

g 7 g

- Eyi}).
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B. Proofs of the Lemmas Under Gilbert Path Model

Proof of Lemma 1: Regarding the relationship between
the macroblock and the associated packets, and the rela-
tionship between the packets and set A, we consider four
cases as follows.

o Case (a): Suppose that packet X, belongs to set X,
ie, Xy € X.

Since we assume frame 0 has been received correctly, all the
packets in set X' must have been received correctly, that is,
Xy» and the previous packet Xy,»_; have been received
correctly. Since F is at most contained by two packets
Xyr and Xpn_y, FP is also received correctly. Thus, we
have ]51(;’”) =1and ]sél’n) =0.

o Case (b): F is split and partially contained by packet
Xy such that packet X,»_; belongs to set X' while packet

X does not belong to set X, i.e., F/* < X,» (Xn:z_l ex
and Xyr g X).
In thrs case, F* must have been split into two packets:

Xpn_1 and X . Since we assume frame 0 has been received
correctly, all the packets in set A must have been received
correctly, that 1s, packet X, »_; has been received correctly.
Then, if X,= is correctly recelved an 1s received correctly.
Under the condltlon that packet X n_1 Isreceived correctly

(with probability 1), the probablhty of the event that the
next packet X, is received correctly is PI%,%. Thus, from

Fact 1, we have P( ") - PI(%%
On the other hand if packet X;» 1s lost, F7 is lost. Under
the condition that packet Xy _1 18 recelved correctly (with
probability 1), the probablhty of the event that the next
packet X,» is lost is PI(%L). Thus, from Fact 1, we have
P

o Case (¢): Fl*is completely contained by packet Xy such
that packet X,» does not belong to set ', 1.e., Fro< Xy
(Xpp € &), )

In this case, if X~ is correctly received, Fy" is received cor-
rectly. Since we assume frame 0 has been received correctly,
all the packets in set X must have been received correctly,
that is, the last packet in set X', Xg_1, has been received
correctly. Under the condition that packet Xgx_1 1s re-
ceived correctly (with probability 1), the probability of the

event that packet X,» is received correctly is P(”’n_KH).

Thus, from Fact 1, we have ﬁ(i ") - PI(%R K+1),
On the other hand if packet X n is lost, F is lost Under
the condition that packet XK1 is recelved correctly (with

probability 1), the probability of the event that packet Xy

1s lost 1s PI(&:L_KH). Thus, from Fact 1, we have ]55’”) =
plni—K+1)
RL _

o Case (d) FP is split and partially contained by packet
Xyr such that packet X;»_; does not belong to set &', i.e.,
Fz'n = Xn," (Xn -1 §E X)~

In this case, F® must have been split into two packets:
an"—l and Xn:z. Only when both X no1 and an are
correctly received, FZ»” is received correctly. Under the
condition that packet X,»_; Is received correctly (with

_K)), the probability of the event that
the next packet X,= is received correctly is PI(%% Thus,
from Fact 1, the probablhty of the event that both Xj»_

and X,» are received correctly 1s PI(%R_K) ~P1(%11%. Then

we have ]51({"”) = PI(%%L_K) . PI(%%. Otherwise (with prob-

probability ng

ability 1 — PI(%%L_K) ~P1(%%), FP is lost. Thus, we have
5, K 1
P = (1= P Pig).

Combining Case (a) to (d), we have Egs. (9) and (10). W
Proof of Lemma 2: Regarding the relationship between
the macroblocks and the associated packets, the relation-
ship between the packets and set X', and the sharing packet
between FZ—.” and F, we consider nine cases as follows. The
relations are listed in Table VI.

o Case I: Suppose that packet X,» belongs to set X, L.e.,
an e X.

In this case, since we assume frame 0 has been received
correctly, all the packets in set X must have been received
correctly, that is, X;;» and the previous packet X, »_; have
been received correctly. Since FZ»” is at most contained by
two packets Xy» and X,»_1, FP is received correctly. In
other words, the probability of the event that F is lost is
0. Thus, we have ]51(&”) =0 and PSL’”) =0.

o Cuase 2: I is split and partially contained by packet
Xy such that packet X,»_; belongs to set X' while packet
X does not belong to set X, i.e., F/* < X,» (Xn:z_l ex

and Xyr g X).

In thrs case, F" must have been split into two packets:
Xpn_q1 and X, n. Since we assume frame 0 has been re-
celved correctly, all the packets in set A must have been
received correctly, that is, packet X;»_; has been received
correctly. Since FZ—.” is generated before F", FZ—.” must have
been received correctly. In other words, the probability of
the event that FZ—.” 1s lost 1s 0. -
With X,»_1 received correctly, if packet Xy» is lost, F}"
1s lost. Under the condition that packet X,»_; 1s received
correctly (with probability 1), the probability of the event
that the next packet X, » is lost is PI(%L) Thus, from Fact 1,

the probability of the event that packet Xy»_1 is recelved
correctly and packet X;r 1s lost 1s PI(%L). That is, PI({LH) =
Py

RL
On the other hand, since the probability of the event that
FZ—.” is lost is 0, from Fact 1, we have PSL’”) =0.
o Case 3: F[" is completely contained by packet X;» and
F—” 1s partially or completely contained by packet an such
that packet X;» does not belong to set ', 1.e., 7" < Xy»
(Xyn g X and X n _Xn;n).
In thrs case, both I and FZ—.” can be lost but the event
{F?" is lost and FZ—.” is received} cannot happen. Thus, we

have Pgin) = 0. On the other hand, only when packet X,»

is lost (with probability PI(&:L_KH)), both F7* and FZ—.” are

lost. Thus, we have PSL’”) :7P1(%”L’n_K+1).

o Case 4: F[" is split and F" is completely contained by

packet Xy»_ such that packet X,»_; does not belong to
1 ¢ X).

set X, ie., FP < Xy» and FZ—.” < Xyro1 (X
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TABLE VI
RELATIONSHIP.
| || Containing F} || Containing F7" || X || Sharing packet |
Case 1 don’t care don’t care an e X don’t care
Case 2 ann—l and an don’t care ann—l € X and an ¢ X don’t care
Case 3 Xyr don’t care Xyn @ X Xyr = Xy» (Share)
Case 4 Xn:‘—l and ann Xn:‘—l Xn"—l ¢ X Xn:‘—l = an (Share)
Case 5 || Xyn—1 and Xyn || Xyn_p and Xyn_q Xyr_1 ¢ X Xyp-1= Xn; (Share)
Case 6 X,n Xon Xy X X,» # X,» (NoShare)
Case 7 X, X,7_1 an Xy» Xy g X X,» # Xy» (NoShare)
Case 8 || Xyn_1 and X;» l Xy l Xyn @ X Xyp-1 # Xlnp (NoShare)
Case 9 || Xyn_1 and X;» Xn;"—l and Xn;n Xyr ¢ X Xyr-1 + Xn;n (NoShare)

Under the condition that packet X, _; is received correctly

(with probability PI(%%L_K)), the probability of the event

that the next packet X~ is lost 1s PI(;L). Then, from Fact 1,
the probability of the event that packet X,»_; is received
—K) ~P1(%1L). That is,
the probability of the event that FZ—.” is received correctly
and F" is lost is PI(%%L_K) ~P1(%1L). Thus, we have Pgin) =

PI(%%L_K) ~P1(%1L). On the other hand, only when packet X,»_;

correctly and packet an 1s lost 1s ng

is lost (with probability P}(&"—K))’ both F and FZ—.” are
lost. Thus, we have pélL’n) = PI(&?_K).

o Case 5: F[' is split and F' is partially contained by
packet X;»_y such that packet X,»_; does not belong to
set X, i.e., FZn j ann and F;n j Xn:‘—l (Xn:‘—l ¢ X)

In this case, only when the event {both packet Xpr—2
and X,»_; are received correctly, and Xy~ 1s lost} hap-
pens, FZ—.” is received correctly and F* is lost. Under the
condition that packet Xj»_» is received correctly (with

probability PI({EL_K_U), the probability of the event that
the next packet Xj»_; is received correctly is PI%,%. Un-
der the condition that packet X,»_; is received correctly,
the probability of the event that the next packet X, 1s

lost 1s PI(;L). Then, from Fact 1, the probability of the
event that both packet Xn:z_z and Xn:z_l are received cor-
rectly, and Xy» is lost is PI(%%L_K_U . PI(%% . PI(;L). That is,
the probability of the event that FZ—.” is received correctly
and F7 is lost is PI({EL_K_U ~P1(%11% . PI(;L). Thus, we have
Sin) ot —K—1) (1 1
P = P 7 P - PR

On the other hand, there are two subcases for the event
{both F[* and F are lost}. B B
— Subcase 5.1: If packet Xyr_y is lost, both Fj* and F}'

will be lost. The probability of this case is PI(&?_K).

— Subcase 5.2: If the event {both Xyr—2 and Xy~ are lost,
and Xyr_1 Is received} happens, both /7" and F?* will be
lost. The probability of this case is PI(&’TL_K_U ~PISR) . PI(;L).
Combining Subcase 5.1 and 5.2, we have PSL’”) =

" "_K-1 1 1
P+ PR TV PL - PRy

K3

o Case 6: F is completely contained by packet Xy» and
FZ—.” 1s completely contained by packet Xn;n rather thananln
such that packet X, does not belong to set X, L.e., F]" <
ann and F;n =< XU;” (ann ¢ X and Xn:i;é XU;”)

In this case, only when the event {F? is received cor-
rectly and X, is lost} happens (with probability ]51(;’”) .

PgL’ R )), FZ—.” is received correctly and F7 is lost. Thus,

we have Pgin) = ﬁg’n) ~P1(%77L’n_n$).
On the other hand, only when the event {both X,» and
Xy are lost} happens, both F* and FZ—.” will be lost. The

probability of this event is PI(&;TL_KH) .PénL’n_n;n). Thus, we
have PSL’”) = Pl(gj TEA PénL’ .

o Case 7: F! is completely contained by packet Xy» and

K3

FZ—.” 1s partially contained by packet X, rather than X~
such that packet X,~» does not belong to set X, i.e., F? <

Xyo and F? < Xypn (X0 ¢ X and X0 £ Xy ).
In this case, only when the event {F;” is received cor-
rectly and X, is lost} happens (with probability ﬁg’") .

PgL’ R )), FZ—.” is received correctly and F is lost. Thus,
we have ]51(&”) = ]51({’”) 'Png -,

On the other hand, there are three subcases for the event
{both F" and F™ are lost}.

— Subcase 7.1: Tf the event {packets Xn;n—l, Xn;n and X;»
are all lost} happens, both F* and FZ—.” will be lost. The

P-K) ")

probability of this case is PI(;L . PSL) . PénL,"—n; .
— Subcase 7.2: If the event {both X,»_; and an are
lost, and X,» is received correctly} happens, both F? and

FZ—.” will be lost. The probability of this case is PgL{L_K) .
1 (i =n7)
Pig P "

— Subcase 7.3: If the event {both X,~» and Xy are lost,

and X,=_1 is received correctly} happens, both FZ»” and FZ—.”

will be lost. The probability of this case is ng_K) ~P1(%1L) .

P(m"—n;").

LL
Combining Subcase 7.1 to 7.3, we have PSL’”) = ng %)

o pi=nf) | pif=K) p1) plt-n) | py-K) p(
PéL)'PLL +Prf 'P£1%)'PRL + Pri 'PI(%L)'
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(ni'=n7")
Py .
o Case 8: F” is partially contained by packet X, and F”
18 completely contained by packet X, rather than Xy
Fn

K3

such that packet X, does not belong fo set X e,
Xyn andFZ—,”<X77 (X ¢ X and Xpr_1 £ Xyn).
In this case, the probablhty of the event that FZ.” is received
F7 is lost is ]51(;’”) (1— PI(%L G PI(%%).

Thus, we have Pgin) = ]51(;"”) (1= PI(%L A PI(%%).
On the other hand, the probability of the event that both

an and FP are lost is PI(%L —EA) (1— ng_n;ﬂ_l) ~P1(%%).
—-K+1) . (1 _P[(Zé —-ny—1) P(l))

Thus, we have PéL - PI(%ﬁ RE)-
o Case 9: F]" 1s partially contained by packet X,» and F7
is partially contained by packet X, rather than X,» such
that packet X~ does not belong t(; set X, 1.e., FZ»” = Xy
and F;n j an (Xn:L ¢ X and X ln_l ;é an)
In this case, tllle probability of the event thalt FZ—.” 1s received
correctly and F* is lost is ]51(;’”) (1= P](;f—ﬂ{‘—l) . PI(%%).
Thus, we have Pgin) = ]51(;"”) (1= PgL’n_n{L_U . PI(%%).
On the other hand, there are three subcases for the event
{both F[* and F are lost}. B

and P are all

— Subcase 9.1: If the event {Xpx_1, Xp», ;
lost} happens, both FZ»” and FZ—.” will be lost. The probabil-
ity of this case is ng -5 PSL) (1= Pg}%’ R tl) ~P1(%%).
— Subcase 9.2: If the event {both X,»_, and F}* are lost,

correctly and

K3

" and FZ—.”

and X, is received correctly} happens, both F]
(1)
Py

will be lost. The probability of this case is PI(;EL_K)

(1— P( P01 P(l))
- Subcase 9.3: If the event {both X, and F are lost,
and X, »_1 s received correctly} happens, both F* and FZ.”

will be lost. The probability of this case is ng_K) ~P1(%1L) .
(nif=ni-1) 1
(=P " Pg).
slin) _ pif—K)

Combining Subcase 9.1 to 9.3, we have P;;" = P/

1 Feny =1 1 F-K 1 Feni -1
R Rl o |0 IV

1 (nr—K) 1 nf-nf-1) 1
Pi) + P PR (1= P P,
Combining Case 1 to 9, we have Tables II and III. |
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