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Effective Capacity of a Correlated Rayleigh Fading
Channel

Qing Wang, Dapeng Wu and Pingyi Fan

Abstract

The next generation wireless networks call for quality of service (QoS) support. The effective capacity (EC)

proposed by Wu and Negi provides a powerful tool for the design of QoS provisioning mechanisms. In their

previous work, Wu and Negi derived a formula for effective capacity of a Rayleigh fading channel with arbitrary

Doppler spectrum. However, their paper did not provide simulation results to verify the accuracy of the EC formula

derived in their paper. This is due to difficulty in simulating a Rayleigh fading channel with a Doppler spectrum of

continuous frequency, required by the EC formula. To address this difficulty, we develop a verification methodology

based on a new discrete-frequency EC formula; different from the EC formula developed by Wu and Negi, our

new discrete-frequency EC formula can be used in practice. Through simulation, we verify that the EC formula

developed by Wu and Negi is accurate. Furthermore, to facilitate the application of the EC theory to the design of

practical QoS provisioning mechanisms in wireless networks, we propose a spectral-estimation-based algorithm to

estimate the EC function, given channel measurements; we also analyze the effect of spectral estimation error on

the accuracy of EC estimation. Simulation results show that our proposed spectral-estimation-based EC estimation

algorithm is accurate, indicating the excellent practicality of our algorithm.

Index Terms

Effective capacity, Rayleigh fading, Doppler spectrum, QoS provisioning.

I. INTRODUCTION

A. Review of Effective Capacity

Future wireless networks are expected to provide quality of service (QoS). The effective capacity (EC)

proposed by Wu and Negi [1] provides a powerful tool for the design of QoS provisioning mechanisms

since the effective capacity approach provides a simple and accurate method for predicting link-layer QoS

performance measures such as data rate, delay, and delay bound violation probability. Effective capacity
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is a link-layer model in which a wireless link is modeled by two EC functions, namely the probability

γ(µ) of nonempty buffer and the QoS exponent θ(µ) of a connection. Both of them are functions of

the source traffic rate µ. The parsimonious EC channel model characterizes the capacity of a fading

channel; mathematically, it is the dual of the effective bandwidth function [2], which characterizes the

source randomness. Specifically, the key point in the theory of effective capacity is that for a source that

requires a communication delay bound Dmax and can tolerate a delay-bound violation probability not

more than ε, we need to limit its data rate, i.e., the maximum data rate is µ, where µ is the solution

to ε = γ(µ)e−θ(µ)Dmax , in which θ(µ) = µα−1(µ). Here α−1(·) is the inverse function of the effective

capacity function α(·). Next we review the definition of effective capacity.

Let r(t) be the instantaneous channel capacity at time t. Define S(t) =
∫ t

0
r(τ)dτ , which is the service

provided by the channel during the interval [0, t]. Suppose the stochastic process r(t) is ergodic and

stationary. Then the effective capacity function of r(t) is defined by

α(u) =
−Λ(−u)

u
, ∀u > 0, (1)

where

Λ(−u) = lim
t→∞

1

t
log E[e−uS(t)]. (2)

Thus if we know the effective capacity α(u), we can derive the QoS exponent function θ(·); then, given

the communication delay bound Dmax and a delay-bound violation probability ε, we can estimate the

probability γ(µ) of nonempty buffer and constrain the source rate µ to satisfy the requested delay-bound

violation probability.

B. Motivation of our work

EC theory is an effective approach to the design of QoS provisioning mechanisms which has attracted

considerable attention recently. Since Wu and Negi proposed it in 2003 [1], the EC approach has been

widely applied to various wireless systems and applications, e.g., multiple-input-multiple-output (MIMO)

systems [3], adaptive-modulation-and-coding and power control [4], amplify-and-forward and decode-

and-forward relay networks (cooperative diversity) [5], resource allocation [6], arbitrary time scale in

Nakagami-m fading channels [7], maximum quantile scheduling [8], joint design of video compression,

link layer and physical layer [9], study of joint impact of bandwidth, power, and code-rate on the effective
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capacity [10], and multi-hop delay performance in wireless mesh networks [11]. However, most EC-

related works only considered i.i.d. Rayleigh fading channels due to difficulty in analyzing the EC of

non-i.i.d. Rayleigh fading channels. Although Wu and Negi [1] derived a formula for effective capacity

of a Rayleigh fading channel with arbitrary Doppler spectrum, no one has verified the accuracy of the

EC formula. This is due to difficulty in simulating a Rayleigh fading channel with a Doppler spectrum

of continuous frequency, required by the EC formula. It is important to verify the accuracy of the EC

formula because its accurateness will allow researchers to use the EC formula to study the systems under

non-i.i.d. Rayleigh fading channels, instead of i.i.d. Rayleigh fading channels only.

Since we can only simulate a discrete-time system, we are not able to directly verify the accuracy of

the EC formula of a Rayleigh fading channel with a Doppler spectrum of continuous frequency. Instead,

we propose a new formula for the EC function in terms of discrete frequency; then we only need to verify

the accuracy of the discrete-frequency formula for the EC function, through simulations. As long as the

sampling interval in frequency ∆fs is sufficiently small, the accuracy of the discrete-frequency formula

for the EC function is equivalent to the continuous-frequency formula for the EC function. Based on this

idea, we develop a verification methodology, the details of which is given in Section III. We implement

the verification methodology and conduct simulations. Our simulation results agree very well with the

discrete-frequency formula of the EC function for sufficiently small ∆fs. Hence, for the first time, we

verify that the EC formula given in Ref. [1] is accurate.

In practice, we cannot directly use the formula of the EC function to compute the effective capacity

since the power spectral density of the fading channel is not given a priori; in other words, we need to

estimate the power spectral density of the fading channel in order to use the formula of the EC function.

Therefore, to facilitate the application of the EC theory to the design of practical QoS provisioning

mechanisms in wireless networks, we propose a spectral-estimation-based algorithm to estimate the EC

function, given channel measurements. In addition, we analyze the effect of spectral estimation error on

the accuracy of EC estimation. Simulation results show that our proposed spectral-estimation-based EC

estimation algorithm is accurate, indicating the excellent practicality of our algorithm.

The rest of the paper is organized as follows. In Section II, we review the key steps in the derivation

of the EC formula for a Rayleigh fading channel with arbitrary Doppler spectrum [1], and propose a

discrete-frequency formula for the EC function. In Section III, we propose a methodology to verify the
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accuracy of the EC formula. In Section IV, we propose a spectral-estimation-based algorithm to estimate

the EC function for practical use of the EC theory, and analyze the effect of spectral estimation error on

the accuracy of EC estimation. Section V shows the simulation results, which verify that the EC formula in

Ref. [1] is accurate, and our proposed spectral-estimation-based EC estimation algorithm is also accurate.

Section VI concludes the paper.

II. DERIVATION OF EFFECTIVE CAPACITY OF A CORRELATED RAYLEIGH FADING CHANNEL

In this section, we review the key steps in the derivation of the EC formula for a correlated Rayleigh

fading channel in Wu and Negi’s work [1].

Suppose that the wireless channel is a Rayleigh flat fading channel in AWGN with Doppler spectrum

S(f). Assume that we have perfect causal knowledge of the channel gains. We show how to calculate

the effective capacity for this channel. Denote a sequence of Nt measurements of the channel gain over

the duration [0, t], spaced at a time-interval δ apart, by x = [x(0), x(1), · · · , x(Nt − 1)]T , where x(n)

(n = 0, 1, · · · , Nt − 1) are the complex-valued channel gains (|x(n)| are therefore Rayleigh distributed)

and [·]T is a transpose operation. Without loss of generality, we have absorbed the noise variance into the

definition of x(n). That is, the channel gain is scaled so that the noise variance is always normalized to

1. The measurement x(n) is a realization of a random variable sequence denoted by X(n), which can

be written as the vector X = [X(0), X(1), · · · , X(Nt − 1)]T . The PDF of a random vector X for the

Rayleigh fading channel is

fX(x) =
1

πNtdet(R)
e−xHR−1x, (3)

where R is the covariance matrix of the random vector X, det(R) the determinant of matrix R, and xH

the conjugate transpose of x. According to (1) and (2), to calculate the EC function, we need to know
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the expression of E[e−uS(t)]; we derive it as below

E[e−uS(t)] = E[e−u
R t
0 r(τ)dτ ]

≈
∫

e−u(
Pn

i=1 δ×r(τi))fX(x)dx

=

∫
e−u(

Pn
i=1 δ×log(1+|x(i)|2))fX(x)dx

(a)≈
∫

e−uδ(
Pn

i=1 |x(i)|2)fX(x)dx

=

∫
e−uδ(

Pn
i=1 ||x||2) 1

πN det(R)
e−xHR−1xdx

=
1

πn det(R)

∫
e−xH(R−1+uδI)xdx

=
1

πn det(R)
× πn det((R−1 + uδI)−1)

=
1

det(uδR + I)
(4)

Note that the approximation, i.e., log(1+ |x|2) ≈ |x|2, is used in (a). Thus, the derived formula is accurate

for low signal-to-noise ratio (SNR) but is inaccurate for high SNR.

Denote the eigenvalues of matrix R by λn (n = 1, 2, · · · , Nt). Since R is symmetric, we have R =

UΣUH , where U is a unitary matrix; UH is its Hermitian; and the diagonal matrix Σ = diag(λ1, λ2, · · · , λNt).

From (4), we have

E[e−uS(t)] ≈ 1

det(uδR + I)

=
1

det(uδUΣUH + UUH)

=
1

det(Udiag(uδλ1 + 1, · · · , uδλNt + 1)UH)

=
1∏Nt

i=1(uδλi + 1)

= e−
PNt

i=1 log(uδλi+1) (5)
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Plugging (5) into (2), we have

Λ(−u) ≈ lim
t→∞

1

t
log e−

PNt
i=1 log(uδλi+1)

= lim
Nt→∞

1

(Nt − 1)δ
log e−

PNt
i=1 log(uδλi+1)

(a)
= lim

∆f→0
−∆f

Nt∑
i=1

log(u
λi

Bw

+ 1) (6)

(b)
= lim

∆f→0
−

Nt∑
i=1

log(uS(fi) + 1)∆f (7)

(c)
= −

∫
log(uS(f) + 1)df (8)

where (a) follows from the fact that the frequency interval ∆f = 1/t = 1
(Nt−1)δ

and the bandwidth

Bw = 1/δ, (b) from the fact that the power spectral density S(fi) = λi/Bw, and (c) from the fact that the

limit of a sum becomes an integral, and ∆f → 0 implies Nt → ∞ since ∆f = 1
(Nt−1)δ

. Note that S(f)

is the continuous-frequency power spectral density of the channel gain process and S(fi) = λi/Bw is the

corresponding discrete-frequency power spectral density.

We can see that (8) in continuous form is the limit of (7) in discrete form when the sampling interval

in frequency ∆f goes to zero. Hence, from (1), (2), and (7), we obtain a discrete-form formula for the

EC function, denoted by α(d)(u), as below

α(d)(u) =

∑Nf

i=1 log(uS(fi) + 1)∆fs

u
, u > 0, (9)

where Nf is the number of samples; ∆fs = 2 × fm/(Nf − 1), where fm is the maximum Doppler

frequency of the fading channel. In practice, we can use discrete Fourier transform (DFT) to estimate the

power spectral density {S(fi)} and the spectral span is 2× fm, which includes both positive and negative

frequency; hence, given Nf samples, the resolution in frequency is ∆fs = 2× fm/(Nf − 1).

From (1), (2), and (8), we obtain a continuous-form formula for the EC function, denoted by α(c)(u),

as below

α(c)(u) =

∫
log(uS(f) + 1)df

u
, u > 0. (10)

(10) was given in Ref. [1] while (9) is only given in this paper.

III. METHODOLOGY FOR VERIFYING THE ACCURACY OF THE EC FORMULA OF WU AND NEGI

In this section, we present a methodology to verify the accuracy of the EC formula (10) given in

Ref. [1].
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Since we can only simulate a discrete-time system, hence we can only verify the accuracy of the

discrete-form formula for the EC function α(d)(u) in (9). From (7), if ∆fs is sufficiently small, we have

α(d)(u) ≈ α(c)(u). Hence, as long as we choose sufficiently small ∆fs, we are able to verify the accuracy

of α(c)(u) via α(d)(u). So our verification methodology is as below: we simulate a discrete-time system

shown in Fig. 1 and simulate a discrete-time Rayleigh fading channel with specified Doppler spectrum;

given measurements from the queue, we can obtain the measured EC function, denoted by αs(u), by

the algorithm in Ref. [1, page 636]; since we have the analytical form for the discrete-frequency power

spectral density S(fi), we can compute α(d)(u) via (9). If α(d)(u) ≈ αs(u), i.e., the analytical result agrees

with the simulation result, we would claim that the simulation verifies that the EC formula (10) given in

Ref. [1] is accurate.

Specifically, our verification methodology is given as below.

1) Simulate a discrete-time Rayleigh fading channel with specified discrete-frequency Doppler spectrum

S(fi). If we use a first-order autoregressive (AR) model to generate a correlated Rayleigh fading

channel, Doppler spectrum S(fi) can be analytically derived from the AR(1) model parameters.

Eq. (30) in Section V-B.1 gives the formula for S(fi).

2) Simulate the communication system shown in Fig. 1, where the source rate µ is constant.

3) Collect the following measurements from the queueing system at the n-th sampling epoch (n =

1, 2, · · · , NT ): S(n) the indicator of whether a packets is in service (S(n) ∈ {0, 1}), Q(n) the

number of bits in the queue (excluding the packet in service), and τ(n) the remaining service time

of the packet in service (if there is one in service).

4) Calculate the measured EC function αs(u) by the following procedure.

γ̂ =
1

NT

NT∑
t=1

S(n), (11)

q̂ =
1

NT

NT∑
t=1

Q(n), (12)

τ̂s =
1

NT

NT∑
t=1

τ(n), (13)
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θ̂ =
γ̂ × µ

µ× τ̂s + q̂
, (14)

αs(u) = µ, for u = θ̂/µ. (15)

5) Compute α(d)(u) via (9), where fm and S(fi) are known.

6) Verify whether the error |α(d)(u)− αs(u)| is small.

We follow the above verification methodology and conduct simulations in Section V-B.1. As shown in

Figs. 2 to 4, the curve for α(d)(u) matches that for αs(u). This verifies that the EC formula (9) is accurate;

hence, the EC formula (10) given in Ref. [1] is accurate.

IV. SPECTRAL-ESTIMATION-BASED ALGORITHM AND ESTIMATION ERROR ANALYSIS

Now we know that the EC formulae (10) and (9) are accurate. The next question is how to use the EC

formulae in practice.

Since practical systems are discrete-time systems, we need to use (9) instead of (10). Furthermore,

we cannot directly use (9) to compute the EC function since the power spectral density of the fading

channel is not given a priori; in other words, we need to estimate the power spectral density of the

fading channel in order to use (9). Hence, to facilitate the application of the EC theory to the design

of practical QoS provisioning mechanisms in wireless networks, we propose a spectral-estimation-based

algorithm to estimate the EC function based on the new discrete-frequency EC formula (9), given channel

measurements.

Algorithm 1: Estimating the EC function via spectral estimation:

1) Obtain Nf measurements of the channel gain over the duration [0, t], spaced at a time-interval δ apart.

Denote these measurements by x = [x(0), x(1), · · · , x(Nf−1)]T , where x(n) (n = 0, 1, · · · , Nf−1)

are the complex-valued channel gains.

2) Given channel gain measurements x, estimate the power spectral density {Ŝ(fi), i = 1, · · · , Nf} via

a spectral estimation method such as periodogram, Burg’s maximum entropy method, and Capon’s

filter bank method [12]. Note that usually a few hundred samples are enough for these spectral

estimation methods [12] to obtain a relatively accurate {Ŝ(fi)}.
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3) Denote the estimated EC function by α̂e(u). Given {Ŝ(fi)}, we estimate α̂e(u) by

α̂e(u) =

∑Nf

i=1 log(uŜ(fi) + 1)∆fs

u
(16)

where ∆fs = 2× fm/(Nf − 1) and fm is the maximum Doppler frequency of the fading channel.

We implement Algorithm 1 and conduct simulations in Section V-B.2. As shown in Figs. 5 to 7, the

curve for α̂e(u) agrees well with that for α(d)(u). It is also observed that the smaller value of u, the larger

the estimation error |α(d)(u)− α̂e(u)|. This can be explained by the following proposition, which provides

the estimation error analysis.

Proposition 1: Define the estimation error ε(u) = |α(d)(u)− α̂e(u)| for u > 0.

1) ε(u) ≤ ε(u), where

ε(u) =

Nf∑
i=1

∆fs

∣∣∣∣∣
1

u
log

(
S(fi) + 1/u

Ŝ(fi) + 1/u

)∣∣∣∣∣ . (17)

2) ε(u) is a monotonically decreasing function of u for u > 0.

3) supu>0 ε(u) ≤ limu→0 ε(u) and limu→0 ε(u) =
∑Nf

i=1

∣∣∣[S(fi)− Ŝ(fi)]∆fs

∣∣∣.
4) infu>0 ε(u) = limu→∞ ε(u) = 0.

Proof: 1) We prove ε(u) is upper bounded by ε(u).

ε(u) = |α(d)(u)− α̂e(u)|

=

∣∣∣∣∣
∑Nf

i=1 log(uS(fi) + 1)∆fs

u
−

∑Nf

i=1 log(uŜ(fi) + 1)∆fs

u

∣∣∣∣∣

= ∆fs

∣∣∣∣∣∣
1

u

Nf∑
i=1

log

(
uS(fi) + 1

uŜ(fi) + 1

)∣∣∣∣∣∣

= ∆fs

∣∣∣∣∣∣
1

u

Nf∑
i=1

log

(
S(fi) + 1/u

Ŝ(fi) + 1/u

)∣∣∣∣∣∣

≤ ∆fs




Nf∑
i=1

∣∣∣∣∣
1

u
log

(
S(fi) + 1/u

Ŝ(fi) + 1/u

)∣∣∣∣∣


 = ε(u) (18)

2) We prove that ε(u) is a monotonically decreasing function of u for u > 0. We achieve this by

proving each term in the sum of the right hand side of (17), i.e.,
∣∣∣ 1
u

log
(

S(fi)+1/u

Ŝ(fi)+1/u

)∣∣∣, is a monotonically

decreasing function of u for u > 0. We first let v = 1/u. Since S(fi) ≥ 0 and Ŝ(fi) ≥ 0, we only need

to prove
∣∣v log(a+v

b+v
)
∣∣ is a monotonically increasing function of v for v > 0 and a ≥ 0, b ≥ 0. Now we

prove this. First, to remove the operation of absolute value, we consider two cases as below.
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∣∣∣∣v log(
a + v

b + v
)

∣∣∣∣ =





v log(
a + v

b + v
), if a > b ≥ 0, v > 0,

v log(
b + v

a + v
), if 0 ≤ a < b, v > 0.

Considering the two cases, it is obvious that we just need to prove v log(a+v
b+v

) is a monotonically increasing

function of v for v > 0, a > b ≥ 0, which implies that
∣∣v log(a+v

b+v
)
∣∣ is a monotonically increasing function

of v for v > 0 and a ≥ 0, b ≥ 0. To prove this, we just need to show its derivative is non-negative. Define

f(v) = v log(a+v
b+v

). Then, we prove its derivative f ′(v) ≥ 0 as below

f ′(v) = log(
a + v

b + v
)− (a− b)v

(a + v)(b + v)

= log(
1 + a/v

1 + b/v
)− (a/v − b/v)

(1 + a/v)(1 + b/v)
(a)

≥ 1− 1 + b/v

1 + a/v
− (a/v − b/v)

(1 + a/v)(1 + b/v)

=
b(a− b)

(a + v)(b + v)
(b)

≥ 0 (20)

where (a) is due to log(1/x) ≥ 1− x for x > 0, and (b) due to v > 0, a > b ≥ 0.

3) We prove supu>0 ε(u) ≤ limu→0 ε(u) and limu→0 ε(u) =
∑Nf

i=1

∣∣∣[S(fi)− Ŝ(fi)]∆fs

∣∣∣ as below.

sup
u>0

ε(u)
(a)

≤ sup
u>0

ε(u)

(b)
= lim

u→0
ε(u)

= lim
u→0

∆fs

Nf∑
i=1

∣∣∣{log[(uS(fi) + 1)
1
u ]− log[(uŜ(fi) + 1)

1
u ]}

∣∣∣

= ∆fs

Nf∑
i=1

∣∣∣lim
u→0

{log[(uS(fi) + 1)
1
u ]− log[(uŜ(fi) + 1)

1
u ]}

∣∣∣

(c)
= ∆fs

Nf∑
i=1

∣∣∣{log(eS(fi))− log(eŜ(fi))}
∣∣∣

=

Nf∑
i=1

∣∣∣[S(fi)− Ŝ(fi)]∆fs

∣∣∣ (21)

where (a) follows from the fact that ε(u) ≤ ε(u) and both ε(u) and ε(u) are continuous functions, (b) due to

the fact that ε(u) is a monotonically decreasing function of u for u > 0, and (c) from limx→0(1+x)
1
x = e.
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4) To prove infu>0 ε(u) = limu→∞ ε(u) = 0, we first prove infu>0 ε(u) ≤ limu→∞ ε(u) = 0 as below

and then prove infu>0 ε(u) ≥ 0.

inf
u>0

ε(u)
(a)

≤ inf
u>0

ε(u)

(b)
= lim

u→∞
ε(u)

= lim
u→∞

∆fs

Nf∑
i=1

∣∣∣∣∣
1

u
log

(
uS(fi) + 1

uŜ(fi) + 1

)∣∣∣∣∣

(c)
= lim

v→0
∆fs

Nf∑
i=1

∣∣∣∣∣v log

(
S(fi) + v

Ŝ(fi) + v

)∣∣∣∣∣
= 0 (22)

where (a) follows from the fact that ε(u) ≤ ε(u) and both ε(u) and ε(u) are continuous functions, (b) due

to the fact that ε(u) is a monotonically decreasing function of u for u > 0, and (c) due to v = 1/u. On

the other hand, since ε(u) = |α(d)(u) − α̂e(u)| ≥ 0 for u > 0 and ε(u) is a continuous function, hence

infu>0 ε(u) ≥ 0. Combining this with (22), we have infu>0 ε(u) = 0.

From Proposition 1, we know that ε(u) is a monotonically decreasing function of u for u > 0. This is

why the simulation results show that the smaller value of u, the larger the estimation error |α(d)(u)−α̂e(u)|.
Proposition 1 also states that infu>0 ε(u) = limu→∞ ε(u) = 0, i.e., ε(u) → 0 as u →∞. This explains our

observation from the simulation results that the estimation error diminishes as u increases.

From (17), since Nf is finite and the values of S(fi) and Ŝ(fi) are finite, hence ε(u) is upper bounded,

i.e., ε(u) is also upper bounded.

V. SIMULATION RESULTS

A. Simulation Setting

We simulate the discrete-time system depicted in Fig. 1. In this system, the data source generates

packets at a constant rate µ. Generated packets are first sent to the (infinite) buffer at the transmitter,

whose queue length is Q(n), where n refers to the n-th sample-interval. The head-of-line packet in the

queue is transmitted over the fading channel at data rate r(n). The fading channel has a random power

gain g(n). We use a fluid model, that is, the size of a packet is infinitesimal. In practical systems, the

results presented here will have to be modified to account for finite packet sizes.

We assume that the transmitter has perfect knowledge of the current channel gains g(n) at each sample-

interval. Therefore, it can use rate-adaptive transmissions and ideal channel codes, to transmit packets
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without decoding errors. Thus, the transmission rate r(n) is equal to the instantaneous (time-varying)

capacity of the fading channel, as below,

r(n) = Bc log2(1 + g(n)× P0/σ
2
n) (23)

where Bc denotes the channel bandwidth, and the transmission power P0 and noise variance σ2
n are

assumed to be constant. The average SNR is fixed in each simulation run and the average SNR SNRavg =

E[g(n)× P0/σ
2]. Since we set E[g(n)] = 1, we have SNRavg = E[g(n)× P0/σ

2] = P0/σ
2.

In our simulations, the sampling interval δ is set to 1 milli-second. This is not too far from reality,

since 3G WCDMA systems already incorporate rate adaptation on the order of 10 milli-second [13].

Meanwhile, for the current enhanced HSPA systems, they have much faster adaptation speed, i.e. on the

order of 2 milli-second.

Each simulation run is 10,000-second long for all the scenarios, in order to obtain good estimate by

the Monte Carlo method. Since the sampling interval is 1 milli-second, we have 10,000,000 samples for

estimation.

Denote h(n) the voltage gain in the nth sample interval. We generate Rayleigh flat-fading voltage-gains

h(n) by a first-order auto-regressive (AR(1)) model as below. We first generate h̄(n) by

h̄(n) = κ× h̄(n− 1) + ug(n), (24)

where ug(n) are i.i.d. complex Gaussian variables with zero mean and unity variance per dimension.

Then, we normalize h̄(n) and obtain h(n) by

h(n) = h̄(n)/

√
2

1− κ2
= h̄(n)×

√
1− κ2

2
. (25)

It is clear that (25) results in E[g(n)] = E[|h(n)|2] = 1. The coefficient κ determines the Doppler

frequency, i.e., the larger the κ, the smaller the Doppler frequency. Specifically, the coefficient κ can be

determined by the following procedure: 1) compute the coherence time Tc by [14, page 165]

Tc ≈ 9

16πfm

, (26)

where the coherence time is defined as the time, over which the time auto-correlation function of the

fading process is above 0.5; 2) compute the coefficient κ by1

κ = 0.5δ/Tc . (27)
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TABLE I

SIMULATION PARAMETERS.

Maximum Doppler frequency fm 15/100/200 Hz
Channel bandwidth Bc 100 kHz

Average SNR 5/10/15 dB
Sampling-interval δ 1 ms

Number of samples Nf 1024

Table I lists the parameters used in our simulations.

B. Simulation Results

1) Verification of the EC Formula of Wu and Negi: We follow the verification methodology presented

in Section III and conduct simulations in this section.

Since we use AR(1) model to generate a correlated Rayleigh fading channel, Doppler spectrum S(fi)

can be analytically derived from the AR(1) model parameters as below. It is easy to prove that the Doppler

spectrum of h̄(n) defined in (24) is given by

Sh̄(fi) =
σ2

ug

|1− κe−j2πfi|2 , (28)

where σ2
ug

is the variance of ug(n); |x|2 is the squared magnitude of complex number x. Since h(n) in

(25) is a normalized version of h̄(n), the Doppler spectrum of h(n) is given by

Sh(fi) =

σ2
ug

|1−κe−j2πfi |2
∑

k

σ2
ug

|1−κe−j2πfk |2
=

1
∑

k
|1−κe−j2πfi |2
|1−κe−j2πfk |2

, (29)

which satisfies
∑

i Sh(fi) = E[|h(n)|2] = 1. Since E[g(n)] = E[|h(n)|2] = 1 and SNRavg = E[g(n) ×
P0/σ

2] = P0/σ
2, then S(fi) is given by

S(fi) =
SNRavg∑

k
|1−κe−j2πfi |2
|1−κe−j2πfk |2

, (30)

which satisfies
∑

i S(fi) = SNRavg.

Figs. 2 to 4 show the measured EC function αs(u) obtained from the simulation, and the discrete-form

EC function α(d)(u) obtained from analysis, under different Doppler frequency and different average SNR.

It is observed that the curve for α(d)(u) gives good agreement with that for αs(u). The difference between

α(d)(u) and αs(u) is mainly caused by the approximation in our analysis, i.e., log(1 + |x|2) ≈ |x|2. The

1The auto-correlation function of the AR(1) process is κm, where m is the number of sample intervals. Solving κTc/δ = 0.5 for κ, we
obtain (27).



14

results in Figs. 2 to 4 verify that the EC formula (9) is accurate; hence, the EC formula (10) given in

Ref. [1] is accurate.

From Figs. 2 to 4, we observe that the effective capacity α(u) decreases with the increase of Doppler

frequency, for the same value of u. This can be explained as below. As we know [1], the larger Doppler

frequency, the higher degree of time diversity. This translates to a larger µ for the same θ(µ). Since

θ = µ× u, hence, for fixed QoS requirement θ, a larger µ indicates a smaller u. Hence, the increase of

Doppler frequency leads to a decrease in u. Hence, we should not compare the effective capacity α(u) of

different Doppler frequency, for the same value of u. If we examine the function µ(θ), simulation results

[1] show that for the same QoS requirement θ, a larger Doppler frequency results in a larger throughput

µ.

2) Accuracy of Our Proposed Spectral-estimation-based EC Estimation Algorithm: We implement

Algorithm 1 and conduct simulations in this section.

Figs. 5 to 7 show the estimated EC function α̂e(u) obtained from the simulation and estimation, and the

discrete-form EC function α(d)(u) obtained from analysis, under different Doppler frequency and different

average SNR. It can be observed that the curves for α(d)(u) and α̂e(u) are very well matched. We also

observe that the smaller value of u, the larger the estimation error |α(d)(u) − α̂e(u)|. This is consistent

with the estimation error analysis provided in Proposition 1.

The simulation results demonstrate that the estimated EC function by our algorithm is accurate enough

so that one can apply the EC technique to the design of practical QoS provisioning mechanisms.

VI. CONCLUSIONS

In this work, we studied the accuracy of Wu and Negi’s EC formula for a correlated Rayleigh fading

channel. Through simulation, we confirmed that the EC formula of Wu and Negi is accurate. In practice,

we cannot directly use the EC formula to compute the effective capacity since the power spectral density

of the fading channel is not given a priori. To address this, we proposed a spectral-estimation-based

algorithm to estimate the EC function, given channel measurements. In addition, we analyzed the effect

of spectral estimation error on the accuracy of EC estimation. Simulation results showed that our proposed

spectral-estimation-based EC estimation algorithm is accurate, indicating the excellent practicality of our

algorithm.
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The implication of this work is significant. Due to lack of (verified) closed-form EC formula for non-

i.i.d. Rayleigh fading channels, most previous works only focus on i.i.d. Rayleigh fading channels. Now,

we have verified that the EC formula of Wu and Negi is accurate; this allows researchers to use the EC

formula to analyze and design communication systems under non-i.i.d. Rayleigh fading channels, instead

of i.i.d. Rayleigh fading channels only. More importantly, our spectral-estimation-based EC estimation

algorithm is shown to be accurate, which significantly facilitates the application of the EC theory to the

design of practical QoS provisioning mechanisms in wireless networks.
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Fig. 1. The queueing system model.
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Fig. 2. α(d)(u) (analysis) vs. αs(u) (simulation) for Doppler frequency fm = 15 Hz.
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Fig. 3. α(d)(u) (analysis) vs. αs(u) (simulation) for Doppler frequency fm = 100 Hz.
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Fig. 4. α(d)(u) (analysis) vs. αs(u) (simulation) for Doppler frequency fm = 200 Hz.
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Fig. 5. α(d)(u) (analysis) vs. α̂e(u) (estimation) for Doppler frequency fm = 15 Hz.
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Fig. 6. α(d)(u) (analysis) vs. α̂e(u) (estimation) for Doppler frequency fm = 100 Hz.
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Fig. 7. α(d)(u) (analysis) vs. α̂e(u) (estimation) for Doppler frequency fm = 200 Hz.


