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Abstract

Provision of Quality-of-Service (QoS) guarantees is an important and challenging issue in
the design of Asynchrous Transfer Mode (ATM) networks. Call Admission Control (CAC) is
an integral part of the challenge and is closely related to other aspects of network design such
as traÆc characterization and QoS speci�cation. Since the Usage Parameter Control (UPC)
parameters are the only standardized traÆc characterizations, developing eÆcient CAC schemes
based on UPC parameters is signi�cant for the implementation of CAC on ATM switches. In
this paper, we develop a CAC algorithm called TAP (TAgged Probability) as well as two other
CAC algorithms using the UPC parameters. These CAC algorithms are based on our observation
that the loss-probability-to-over
ow-probability ratio tends to decrease as the number of sources
increases. The loss-probability-to-over
ow-probability ratio K sheds light on increasing resource
utilization while still guaranteeing QoS. Analysis, simulation, and numerical results have shown
that the proposed TAP algorithm is simple and eÆcient. Therefore, we recommend the TAP
algorithm for CAC on high-speed ATM switches.
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ow-probability Ratio, E�ective Band-

width
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1 Introduction

The Asynchronous Transfer Mode (ATM) network is believed to be capable of supporting various

services with drastically di�erent traÆc characteristics and quality-of-service (QoS) requirements.

The deployment of integrated services with a broad range of burstiness characteristics and their

integration through statistical multiplexing have focused a great deal of attention on Call Admission

Control (CAC) as one of the prime instruments of rate-based congestion control for the last decade.

To facilitate CAC and policing, the ATM Forum standardized Usage Parameter Control (UPC)

parameters, through which the users must declare their traÆc characteristics [1]. The source traÆc

can be characterized by the UPC descriptors (�p, �s, Bs), i.e., Peak Cell Rate (PCR) �p, Sustainable

Cell Rate (SCR) �s, and the Maximum Burst Size (MBS) Bs.

Many theoretical CAC schemes are not implementable because the parameters they need cannot

be provided by the current ITU-T (International Telecommunication Union - Technical Committee)

or ATM Forum standards. Di�erent from these theoretical e�orts, our CAC schemes are based on

UPC parameters to be consistent with ATM Forum standards and they are implementable. In this

paper, we develop a simple and eÆcient CAC algorithm called TAP (TAgged Probability) as well

as two other algorithms. These CAC algorithms are used for Variable Bit Rate (VBR) service only.

The QoS metric considered here is cell loss ratio.

The paper is organized as follows. Section 2 describes the existing CAC schemes that use

UPC parameters. Section 3 introduces our CAC schemes. Through simulations and numerical

evaluation, we compare the performance of di�erent CAC schemes of interest in Section 4. We

draw our conclusions in Section 5.

2 Existing CAC Schemes Based on UPC Parameters

A number of CAC schemes have been proposed [2-11]. Since our CAC schemes are based on e�ective

bandwidth, Lucent's CAC, and NEC's CAC, we summarize the key points of these schemes in this

section. We �rst describe a worst-case traÆc model these CAC schemes will use.

2.1 Worst-Case TraÆc Model

If only the UPC parameters (�p, �s, Bs) are known, a way to ensure a CAC algorithm works

accurately is to assume the actual traÆc is as bad for performance as it could possibly be, given

the parameter values. Therefore, worst-case traÆc modeling becomes a hot topic for researchers

[12-16].

The departure process from dual leaky buckets with the UPC parameters (�p, �s, Bs) can be

modeled as an extremal, periodic on-o� process with \on" and \o�" periods given by

Ton =
Bs

�p
and Toff =

Bs

�p
� (�p � �s)

�s
: (1)
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Figure 1: On-o� source model.

Doshi proved this process to be the worst-case source model in the bu�erless case [12]. Although

Doshi gave a counter example (i.e., a three-state process) to demostrate it is not the worst-case in

the bu�ered case, in many cases this model can be considered as the worst-case source model in the

sense of maximizing steady-state cell loss probability in the ATM node [3] [12-15]. The probability

such a source is in the \on" state is given by

Pon =
Ton

Ton + Toff
=

�s
�p

: (2)

2.2 E�ective Bandwidth

Hui �rst introduced the concept of e�ective bandwidth [2], which re
ects the source characteristics

and the service requirements. One method to calculate the e�ective bandwidth was given by Elwalid

and Mitra [3].

The source is assumed to be either on for an exponentially distributed length of time with a

mean length 1/�, when the rate is the peak rate �p, or o� for an exponentially distributed interval

of length 1/�, when the rate is 0 (see Figure 1). If we know the UPC parameters (�p, �s, Bs), we

can obtain � and � using the worst-case traÆc model described in Section 2.1.

� =
1

Toff
=

�p � �s
Bs � (�p � �s)

(3)

� =
1

Ton
=

�p
Bs

: (4)

Let sources thus characterized share a single bu�er of size B and require an acceptable cell loss

ratio of p. Then we de�ne � = log p/B, and the e�ective bandwidth of the source, e, is given by:

e = MRE (�� 1

�
M ) ; (5)

where
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MRE is Maximum Real Eigenvalue of the matrix;

� =

"
0 0
0 �p

#
; (6)

M =

"
�� �
� ��

#
: (7)

Based on the e�ective bandwidth, the admission criterion is satis�ed if e < c and violated if e

> c (c is the available bandwidth). The e�ective bandwidth e only depends on (M, �), and on the

bu�er size and QoS (i.e., over
ow probability) through �.

2.3 Lucent's CAC

Based on an extremal, periodic, on-o� regulated traÆc model, Elwalid, Mitra, and Wentworth

developed a two-phase CAC [7], which has been implemented on Lucent's GlobeView-2000 ATM

switches [8]. In the �rst phase, they consider lossless multiplexing only. In the second phase, they

analyze the e�ect of statistical multiplexing by using the Cherno� large derivation approximation.

The system model used in their algorithm is a network node with a bu�er of size B, a link of

capacity C, and dual leaky-bucket regulated input traÆc sources, each speci�ed by parameters (�p,

�s, BT ), i.e., Peak Cell Rate (PCR) �p, Sustainable Cell Rate (SCR) �s, which is the token rate,

and the token bu�er size BT . The relation between the token bu�er size BT and the Maximum

Burst Size (MBS) Bs is given by:

BT = Bs(1� �s
�p

) : (8)

2.3.1 Lossless Multiplexing

They �rst consider the base case where the QoS requirement is zero loss. They derived the lossless

e�ective bandwidth e0 for each homogeneous source as follows:

e0 =

8>><
>>:

�p

1+
B=C
BT

(�p��s)
if �s � BT

B=C

�s if BT
B=C � �s < �p

: (9)

2.3.2 Statistical Multiplexing

In the second phase of the algorithm, a very small loss probability is allowed to extract statis-

tical multiplexing gain from the time-varying unused portions of the resources allocated to the

connections. The constraints are

Pr[
X
i

ri(t) � C] � CLR and Pr[
X
i

bi(t) � B] � CLR ; (10)
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where ri(t) is the instantaneous rate of a connection and bi(t) is the instantaneous bu�er occupancy

of a connection. Using the Cherno� bound, one can �nd that

Pr[
X
i

ri(t) � C] � exp(�FK(s�)) ; (11)

where

FK(s
�) = sup

s�0
FK(s); (12)

FK(s) = sC �
JX
j=1

Kjlog[1 � �js
e0;j

+
�js
e0;j

exp(se0;j)]; (13)

J: the number of di�erent traÆc types,

Kj : the number of connections that belong to traÆc type j,

e0;j : the lossless e�ective bandwidth for traÆc type j,

�js: the sustainable cell rate for traÆc type j.

Under the boundary condition

JX
j=1

Kjej = C; (14)

the lossy e�ective bandwidth ej of traÆc type j is given by:

ej =
log[1 � �js

e0;j
+ �js

e0;j
exp(se0;j)]

s� + (logL)=C
(j = 1; 2; � � � ; J) (15)

where s� is where FK(s) is maximized and L is CLR.

The statistical multiplexing gain g compares lossy e�ective bandwidth with lossless e�ective

bandwidth:

gj = e0;j=ej (j = 1; 2; � � � ; J) : (16)

Intuitively, if C is large enough, there exists a statistical multiplexing gain; if C is small enough,

there is no statistical multiplexing gain. Thus, there must exist a critical bandwidth Cc that is

the smallest quantity such that the statistical multiplexing gain g exceeds unity for all C > Cc.

Di�erent traÆc types may have di�erent critical bandwidth. The critical bandwidth of traÆc type

j is given by

Cc;j =
e0;j log(1=L)

log(e0;j=�
j
s)

(j = 1; 2; � � � ; J) : (17)

To illustrate Cc;j, we need to consider three cases for a two-type model:

1) C < min(Cc;1; Cc;2)

According to the de�nition of Cc, it can be seen that both traÆc types are NS-VBR (Nonstatistically-

multiplexible VBR), i.e., "bad" in the sense that the sources are too "large" with respect to the

node bandwidth.
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2) C > max(Cc;1; Cc;2)

According to the de�nition of Cc, both traÆc types are S-VBR (Statistically-multiplexible

VBR).

3) Cc;1 < C < Cc;2

According to the de�nition of Cc, type 1 is S-VBR and type 2 is NS-VBR for the given node

bandwidth (and, implicitly, node bu�er).

2.4 NEC's CAC

To support multiple classes of services in an ATM switch, Ramamurthy and Ren proposed a multi-

class CAC scheme [11]. In their CAC for VBR service, a two-phase algorithm was developed.

Similar to Lucent's CAC, lossless multiplexing is considered in the �rst phase and statistical mul-

tiplexing is considered in the second phase.

The system model used in their CAC is a network node with the overall bu�er allocated to

VBR traÆc Bvbr, the maximum bandwidth allocated to VBR traÆc Cmax
vbr , and dual leaky-bucket

regulated input traÆc source. Assume that n VBR connections have been admitted, where the i-th

connection has UPC parameters (�ip, �
i
s, B

i
s), i = 1; 2; � � � ; n. Let Cold

vbr be the bandwidth currently

allocated to the VBR class, supporting the n VBR connections.

2.4.1 Lossless Multiplexing

They �rst characterize the departure process of dual leaky buckets as the worst-case traÆc model

described in Section 2.1 with \on" and \o�" periods given by

T �
on =

B�
s

��p
and T �

off =
B�
s

��p
� (�

�
p � ��s)
��s

: (18)

The probability such a source is in the \on" state is given by

P �
on =

��s
��p

: (19)

If a new connection with UPC parameters (��p, �
�
s, B

�
s ) is requested, they derived the new overall

bandwidth Cnew
vbr to be assigned to the VBR class with zero loss probability given by

Cnew
vbr = max

 
(��p +

nX
i=1

�ip)(1�
Bvbr

B�
s +

Pn
i=1B

i
s

)+; ��s +
nX
i=1

�is

!
; (20)

where

(x)+ = max(x; 0): (21)

The additional bandwidth required to support the new connection is given by

Æ1 = Cnew
vbr � Cold

vbr: (22)
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2.4.2 Statistical Multiplexing

To extract statistical multiplexing gain, they used a modi�ed source model. They de�ned a thresh-

old by:

TN =
Bvbr

2 � Cmax
vbr

: (23)

They constructed a new two-state source model with high rate ��H and low rate ��L given by

��H = min

�
1;
T �
on

TN

�
��p +max

�
0; 1� T �

on

TN

�
��s (24)

��L = max

�
0; 1� T �

on

TN

�
��s: (25)

Corresponding to the on-o� source model, the high-rate state and the low-rate state occur with

probability P �
on and (1 � P �

on). Thus, the modi�ed source has the same average rate ��s as the

original one.

Based on the modi�ed source model and Gaussian approximation of the aggregate instantaneous

rate of all VBR connections, they derived Cnew
vbr given by

Cnew
vbr = �new + a � �new ; (26)

where

�new = �old + ��s (27)

�2new = �2old + (��H � ��L)
2P �

on(1� P �
on) (28)

� =
�new

p
2�

�new
� " (29)

a � 1:8� 0:46 � log10(�) (30)

where " = CLR if only CLR is considered. Therefore, the additional bandwidth required to support

the new connection is given by

Æ2 = Cnew
vbr � Cold

vbr: (31)

Thus, combining the lossless and lossy models, the additional required bandwidth �vbr is given by

�vbr = min(Æ1; Æ2): (32)
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3 Our CAC Schemes Based on Tagged Probability

In many analyses of loss in ATM networks, over
ow probability is used rather than Cell Loss

Ratio (CLR), which is the fraction of lost cells among total arrival, because of its computational

complexity. Our numerical investigations indicate that the loss-probability-to-over
ow-probability

ratio tends to decrease as the number of sources increases. Therefore, an over
ow-based QoS

guarantee may be very conservative for a large capacity system compared with a loss-based one.

Futhermore, the over
ow probability is not useful in some priority shcemes where both high and

low priority traÆc completely share a common bu�er [17]. Song and Boorstyn proposed an eÆcient

way to approximate the upper bound on loss probability called tagged probability [17]. The tagged

probability is a very tight upper bound on loss, and can be estimated by using sophisticated matrix

theory and Gaussian approximation.

3.1 Loss Probability, Tagged Probability, and Over
ow Probability

To explain why our CAC algorithms can achieve higher resource utilization, we �rst discuss the

di�erence between loss probability and over
ow probability. By de�nition, the exact loss probability,

L, in a �nite bu�er of size B (see Figure 2(a)) can be given by

L =
E[(� � c)+jX = B]

��
PFB(X = B) ; (33)

where

(x)+ = max(x; 0);
��: the average arrival rate of all the sources,

�: the aggregate instantaneous rate,

c: link capacity or allocated bandwidth,

X: bu�er occupancy,

PFB : the probability in �nite bu�er model.

Since the exact loss probability, L, is not readily obtained, people tend to use the over
ow prob-

ability, PIB(X > B), in their CAC algorithms, which is the probability that the bu�er occupancy

is above threshold B in an in�nite bu�er model (see Figure 2(b)). In most cases, the over
ow

probability, PIB(X > B), is greater than the loss probability, L, although there are extreme cases

where PIB(X > B) < L. Thus, PIB(X > B) is usually used as an upper bound on L. To tighten

the upper bound on L, Song and Boorstyn introduced the tagged probability. Consider an in�nite

bu�er model with a threshold set at B. When the bu�er occupancy is above the threshold B, we

tag the incoming traÆc arriving at a rate in excess of c. De�ne the tagged probability as Tg. Then

Tg is expressed by

Tg =
E[(�� c)+jX > B]

��
PIB(X > B) : (34)

We observe that the over
ow probability, PIB(X > B), is greater than the probability PFB(X =

B) (see Figure 2(c)). Comparing Equation (34) with Equation (33), we can obtain the property
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Figure 2: Bu�er occupancy comparison between �nite bu�er and in�nite bu�er models.

that the tagged probability, Tg, is greater than the loss probability, L, i.e., CLR. Therefore, Tg

can be used as an upper bound on CLR.

De�ne

K =
E[(�� c)+jX > B]

��
; (35)

Pov = PIB(X > B) : (36)

So we have

CLR � Tg = K � Pov : (37)

Thus, we can regard K as the loss-probability-to-over
ow-probability ratio by using

CLR � K � Pov : (38)

Using the Kronecker product property of the dominant eigenvector of the system equation and

Gaussian approximation, Song and Boorstyn derived an eÆcient estimation of K given by [17]:

K =

�p
2�
e�

(c��)2

2�2 + (�� c)+

��
; (39)

where

� =
X
i

�i (40)
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�2 =
X
i

�2i ; (41)

where �i is the average rate of individual sources and �i is the standard deviation of the rate of

individual sources. Although people assume K = 1, i.e., CLR � Pov, our numerical investigations

have shown that K is usually less than unity, i.e., usually in the range of 0:001 � 0:1. Thus, the

introduction of K makes our CAC algorithms achieve higher resource utilization. In the following

subsections, we describe our three modi�ed CAC algorithms, which are based on NEC's CAC,

E�ective Bandwidth, and Lucent's CAC, respectively.

3.2 TAP Algorithm

The TAP algorithm is so called since it is derived from TAgged Probability and it taps the resources

to achieve higher utilization. The TAP algorithm is based on NEC's CAC. Assume we have the

same model and parameters as those in Section 2.4.2. From the discussion in Section 3.1, we have

" = Pov =
CLR

K
: (42)

Di�erent from Section 2.4.2, we de�ne a new threshold TN and a parameter kN :

TN = s � Bvbr

Cmax
vbr

; (43)

kN =
T �
on

TN
: (44)

To investigate the e�ectiveness and sensitivity of NEC's modi�ed source model in Section 2.4.2, we

construct our source model by introducing factor s. The basic time interval is proportional to the

bu�er-bandwidth ratio. When s = 1, TN is the longest time that a packet in a First-in-First-Out

(FIFO) queue will wait when the bu�er is full. We de�ne the e�ective bu�er bE

bE =
Bs

s
: (45)

So s is the ratio between the maximum burst size Bs and the e�ective bu�er. We observe that

increasing ratio s can increase the system utilization, as Section 4 discusses.

Similar to Section 2.4.2, we construct a new two-state source model with high rate ��H and low

rate ��L given by

��H =

8>><
>>:

kN�
�
p + (1� kN )�

�
s if kN < 1 or B�s

s�Bvbr
<

�p
Cmax
vbr

��p if kN � 1 or B�s
s�Bvbr

� �p
Cmax
vbr

; (46)

��L =

8>><
>>:

(1� kN )�
�
s if kN < 1 or B�s

s�Bvbr
<

�p
Cmax
vbr

0 if kN � 1 or B�s
s�Bvbr

� �p
Cmax
vbr

: (47)
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Thus, sources with busy periods that are small compared to the basic time scale, are modeled

by their weighted averages with parameter kN . Sources whose busy periods are longer than the

basic time interval TN are still modeled as the worst-case on-o� model. This step will reduce the

rate variance and thus the bandwidth requirement for sources with short busy periods. When

s = 1
2 , the TAP algorithm becomes NEC's CAC. In the following, we assume s = 1

2 for the sake

of comparison. We call the estimated bandwidth obtained by Equations (20) and (22) lossless

equivalent bandwidth, and call the estimated bandwidth obtained by Equations (26) and (31) lossy

equivalent bandwidth.

Proposition 1: De�ne

K(c) =

�p
2�
e�

(c��)2

2�2 + (�� c)+

��
: (48)

K(c) is monotonic, decreasing with increasing c when c � �.

Proof: Suppose � < c1 < c2. Then

�� c2 < �� c1 < 0 : (49)

Since (x)+ = max(x; 0), then

(�� c2)
+ = (�� c1)

+ = 0 : (50)

Take the square of (49)

(�� c2)
2 > (�� c1)

2 : (51)

Take negative

�(�� c2)
2 < �(�� c1)

2 : (52)

Since � > 0 and �� > 0, then

�p
2�
e�

(c2��)
2

2�2

��
<

�p
2�
e�

(c1��)
2

2�2

��
: (53)

From (45) and (48)

K(c1) > K(c2) : 2

Corollary 1: Given � < Cold
vbr < Cnew

vbr , K(Cold
vbr) > K(Cnew

vbr ).

Proposition 2: De�ne

g(a) = �+ a � � (54)

a(�) = 1:8� 0:46 � log10(�) (55)

�(") =
�
p
2�

�
� " (56)

"(K) =
CLR

K
: (57)
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g(K) is monotonic, increasing with increasing K (K > 0).

Proof: Suppose 0 < K1 < K2. Then

1

K2
<

1

K1
: (58)

For CLR > 0

CLR

K2
<

CLR

K1
: (59)

That is

"(K2) < "(K1) : (60)

Since � > 0 and � > 0, from (56)

�(K2) < �(K1) : (61)

Then, from (55)

a(K2) > a(K1) : (62)

Thus, from (54)

g(K2) > g(K1) : 2

When a new connection with the UPC parameters (��p, �
�
s, B

�
s ) is requested, its CLR requirement

can be approximated by

CLR � K � Pov = K � " : (63)

To estimate K through Equation (39), we have to know �; �; c. The standard variation �, i.e.,

�new, is given by

�2new = �2old + ��s(�
�
p � ��s) : (64)

Since the total required bandwidth c, i.e., Cnew
vbr , is to be estimated and unknown, we have to �nd

an approximation that should be conservative. From Corollary 1, we know K(Cold
vbr) is an upper

bound of K(Cnew
vbr ) when � < Cold

vbr < Cnew
vbr . Furthermore, Proposition 2 tells us g(Cold

vbr) > g(Cnew
vbr ).

So g(Cold
vbr) is conservative. Therefore, C

old
vbr can replace c in Equation (39). To guarantee Cold

vbr > �,

the mean � has to be �old rather than �new since Cold
vbr may be less than �new but must be greater

than �old for stability. Thus we obtain K by

K =

�newp
2�
e
� (Cold

vbr
��old)

2

2�2new + (�old � Cold
vbr)

+

�old
; (65)

where Cold
vbr is the sum of the e�ective bandwidth of the existing connections and �old is the sum of

�s.

After obtainingK, we can calculate " using Equation (42). Then we can compute Cnew
vbr through

(27-30) and (26). Finally, the additional required bandwidth for the new connection can be obtained

through Equations (31) and (32).
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Proposition 3: TAP achieves higher utilization than NEC's CAC when 0 < K < 1.

Proof: Since 0 < K < 1, from Proposition 2:

g(K) < g(1) ; (66)

where g(K) is the estimated bandwidth by TAP and g(1) is the estimated bandwidth by NEC's

CAC. This means TAP can admit more connections with the same link capacity and thus achieves

higher utilization than NEC's CAC. 2

Since TAP is based on the tagged probability, which is an upper bound on CLR, TAP still

keeps conservativeness without violating the QoS of the connections. The conservativeness and

Proposition 3 will be further veri�ed by our simulation and numerical results.

3.3 Modi�ed E�ective Bandwidth (MEB)

Assume we have the same model and parameters as those in Section 2.2. From the discussion in

Section 3.1, we have

p = Pov =
CLR

K
: (67)

Then � can be given by

� =
logPov
B

=
log(CLR=K)

B
: (68)

Then, the e�ective bandwidth of the source, e, is also given by Equation (5).

Fact 1: The maximum real eigenvalue e(�) of the essentially nonnegative matrix �(�) =

[�� 1
�M ] is monotonic, decreasing with increasing �,

e0(�) < 0 (� < 0): (69)

Proposition 4: �(K) is monotonic, decreasing with increasing K (K > 0).

Proof: Suppose 0 < K1 < K2. Then

1

K2
<

1

K1
: (70)

For CLR > 0 and B > 0

log(CLR=K2)

B
<

log(CLR=K1)

B
: (71)

That is �(K2) < �(K1): 2

Proposition 5: The e�ective bandwidth e(K) is monotonic, increasing with increasing K

(K > 0).

Proof: From Fact 1 and Proposition 4, it can be seen that e(K) is monotonic, increasing with

increasing K.2

When a new connection with UPC parameters (��p, �
�
s, B

�
s ) is requested, its CLR requirement

can be approximated by

CLR � K � Pov : (72)
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To estimate K through Equation (39), we have to know �; �; c. The standard variation �, i.e.,

�new, is given by

�2new = �2old + ��s(�
�
p � ��s) : (73)

Since the total required bandwidth c, i.e., Cnew
vbr , is to be estimated and unknown, we have to �nd

an approximation that should be conservative. From Corollary 1, we know K(Cold
vbr) is an upper

bound of K(Cnew
vbr ) when � < Cold

vbr < Cnew
vbr . Furthermore, Proposition 5 tells us e(Cold

vbr) > e(Cnew
vbr ).

So e(Cold
vbr) is conservative. Therefore, C

old
vbr can replace c in Equation (72). To guarantee Cold

vbr > �,

the mean � has to be �old rather than �new since Cold
vbr may be less than �new but must be greater

than �old for stability. Thus we can also obtain K through Equation (65).

After obtaining K, we can calculate � using Equation (68). Finally, the e�ective bandwidth of

the new connection can be obtained through Equation (5).

Proposition 6: MEB achieves higher utilization than the CAC based on E�ective Bandwidth

when 0 < K < 1.

Proof: Since 0 < K < 1, from Proposition 5:

e(K) < e(1) ; (74)

where e(K) is the estimated bandwidth by MEB and e(1) is the estimated bandwidth by the CAC

based on E�ective Bandwidth. This means MEB can admit more connections with the same link

capacity and thus achieves higher utilization than the CAC based on E�ective Bandwidth. 2

Since MEB is based on the tagged probability, which is an upper bound on Cell Loss Ratio, MEB

still keeps conservativeness without violating the QoS of the connections. The conservativeness and

Proposition 6 will be further veri�ed by our simulation and numerical results.

3.4 Modi�ed Statistical Multiplexing (MSM) Algorithm

MSM is based on Lucent's CAC. Assume we have the same model and parameters as those in

Section 2.3.2. From the discussion in Section 3.1, we have

L = Pov =
CLR

K
: (75)

Proposition 7: De�ne

ej(L) =
log[1� �js

e0;j
+ �js

e0;j
exp(se0;j)]

s� + (logL)=C
(j = 1; 2; � � � ; J) (76)

L(K) =
CLR

K
(77)

K(c) =

�p
2�
e�

(c��)2

2�2 + (�� c)+

��
: (78)

ej(K) is monotonic, increasing with increasing K (K > 0).
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The proof of Proposition 7 is similar to Proposition 2. From Corollary 1, we know K(Cold
vbr)

is an upper bound of K(Cnew
vbr ) when � < Cold

vbr < Cnew
vbr . Furthermore, Proposition 7 tells us

ej(C
old
vbr) > ej(C

new
vbr ). So ej(C

old
vbr) is a conservative estimation. Thus, we can use Equation (65) to

obtain K as well. Then the lossy e�ective bandwidth ej of the traÆc type j can be obtained by

solving Equations (12) and (13).

Proposition 8: MSM achieves higher utilization than Lucent's CAC when 0 < K < 1.

Proof: Since 0 < K < 1, from Proposition 7:

ej(K) < ej(1) ; (79)

where ej(K) is the estimated bandwidth by MSM and ej(1) is the estimated bandwidth by Lucent's

CAC. This means MSM can admit more connections with the same link capacity and thus achieves

higher utilization than Lucent's CAC. 2

Since MSM is based on the tagged probability, which is an upper bound on Cell Loss Ratio, MSM

still keeps conservativeness without violating the QoS of the connections. The conservativeness and

Proposition 8 will be further veri�ed by our simulation and numerical results.

4 Simulation and Numerical Investigations

Many CAC schemes have been evaluated only with exponential on-o� sources that have properties

quite di�erent from those observed by measurement studies of many actual traÆc streams [18-

20]. Knightly showed that CAC schemes that work demonstrably well with exponential on-o�

sources can su�er from considerable inaccuracies when applied to multiple time scale sources such

as compressed VBR video [21]. Thus, to simulate the admission control under realistic traÆc, we

use two traces of bursty MPEG (Motion Picture Expert Group) video. We determine the admissible

regions of the CAC schemes of interest for the traces through numerical methods. Our numerical

investigations are based on the UPC parameters of the video traces that are obtained by Mark and

Ramamurthy's estimation procedure [22]. Since there is no exact analysis for the traces, we use

the trace-driven simulations as criteria to evaluate the utilization of di�erent CAC schemes given

the same UPC parameters of the sources.

In the example of Table 1, we use an MPEG-1 coded sequence called Mobi trace. This empirical

data sequence has a peak cell rate of 17.38 Mbps and an average cell rate of 8.58 Mbps. Using

the method developed in [22], we can choose UPC parameters (�p=17.38 Mbps, �s=11.87 Mbps,

Bs=83 cells) to characterize the Mobi trace. We consider an ATM multiplexer with a bu�er size

of 500 cells and a QoS constraint: CLR < 10�5. In Table 1, given the above UPC parameters

for the Mobi trace and the di�erent link capacities (i.e., Cvbr=45 Mbps, 100 Mbps, 150 Mbps,

and 300Mbps), we show the maximum number of Mobi traces, which can be admitted without

violating the CLR requirements, for various schemes and simulations. The Equivalent Bandwidth

is based on [4]. The PNNI (Private Network-Network Node) CAC is the generic CAC proposed

by the ATM Forum [6]. Table 1 shows that TAP and NEC's CAC have the same performance for

Mobi traces. This is due to the fact that TAP and NEC's CAC use the same algorithm for lossless
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multiplexing described in Section 2.4.1, and only the lossless equivalent bandwidth is considered

since the lossless equivalent bandwidth is less than the lossy equivalent bandwidth for Mobi traces.

Table 1 also shows that Lucent's CAC has the same performance as that of NEC's CAC. This is

because both of them use similar assumptions in lossless multiplexing: the ratio between the bu�er

and the bandwidth allocated to the individual connections is proportional to the ratio between the

bu�er size and the bandwidth capacity allocated for total VBR traÆc.

Link Capacity (Bu�er=500 cells)

CAC mechanisms 45Mbps 100Mbps 150Mbps 300Mbps

Simulation 4 9 14 28

NEC's CAC 3 8 12 23

TAP 3 8 12 23

E�ective Bandwidth 3 7 10 21

MEB 3 7 11 22

Lucent's CAC 3 8 12 23

MSM 3 8 12 23

Equivalent Bandwidth 3 7 10 21

PNNI 2 5 8 17

Peak Rate 2 5 8 17

*The numbers shown in the table are the number of MPEG-1 Mobi trace connections that can be
admitted by various CAC schemes.

Table 1: Performance comparison for various CAC schemes using Mobi traces

In the example of Table 2, we use a more bursty MPEG-1 coded trace called Flower Garden.

This trace has a peak cell rate of 13.91 Mbps and an average cell rate of 3.1 Mbps. Based on

[22], the UPC parameters we choose for this trace is (�p=13.91 Mbps, �s=3.6 Mbps, Bs=1479

cells). The QoS constraint is: CLR< 10�5. In Table 2, given the above UPC parameters for the

Flower Garden trace and the di�erent link capacities (i.e., Cvbr=45 Mbps, 100 Mbps, 150 Mbps,

and 300Mbps), we show the maximum number of Flower Garden traces, which can be admitted

without violating the CLR requirements, for various schemes and simulations. Table 2 shows that

TAP is more eÆcient than any of the other CAC schemes and MSM has comparable performance

as that of TAP. We observe that the larger the link capacity is, the more statistical multiplexing

gain TAP achieves. It is noteworthy that Lucent's CAC, which is based on Cherno� bound, has the

same performance as that of Equivalent Bandwidth, which is based on Gaussian approximation and

E�ective Bandwidth. Our MEB is more eÆcient than Lucent's CAC and Equivalent Bandwidth

when the link capacity is large. We notice that even TAP is still very conservative. This is because

TAP still uses an on-o� model (��p, 0) when T �
on > TN , i.e.,

B�s
Bvbr=2

>
��p
Cvbr

. Frames with a large

size like Bs may be very rare. Thus, without more information such as the distribution of the rate

or frame size, UPC-parameter-based CAC schemes can only choose a conservative estimation. We

observe that the larger the link capacity is, the more statistical multiplexing gain there is. Thus,
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TN should change as the link capacity changes. This is the very reason why we introduce ratio s

in our modi�ed source model described in Section 3.2.

Link Capacity (Bu�er=500 cells)

CAC mechanisms 45Mbps 100Mbps 150Mbps 300Mbps

Simulation 8 17 30 77

NEC's CAC 3 8 16 42

TAP 3 11 20 52

E�ective Bandwidth 3 7 11 22

MEB 3 7 13 37

Lucent's CAC 3 7 13 26

MSM 3 11 20 50

Equivalent Bandwidth 3 7 13 36

PNNI 3 7 13 36

Peak Rate 3 7 13 36

*The numbers shown in the table are the number of MPEG-1 Flower Garden trace connections
that can be admitted by various CAC schemes.

Table 2: Performance comparison for various CAC schemes using Flower Garden traces

Figure 3 shows that the loss-probability-to-over
ow-probability ratio K decreases when the

number of Mobi sources increases. This �gure also indicates that K is within the range of 0.01 to

0.5 when the number of Mobi sources is greater than two. Figure 4 shows that the loss-probability-

to-over
ow-probability ratio K decreases when the number of Flower Garden sources increases.

This �gure also indicates that K is within the range of 0.001 to 0.5 when the number of Flower

Garden sources is greater than two. Thus the loss-probability-to-over
ow-probability ratio K tends

to decrease as the number of sources increases.

Figures 5 and 6 show that by increasing s from 1
2 to 170, TAP and NEC's CAC can admit

more connections. So increasing s opens another way to increase system utilization. But it may

also lead to under-estimating the required bandwidth. We observe that there is a critical value s�

for certain link capacity, which makes TAP or NEC's CAC achieve the highest possible utilization

with guaranteed QoS. It is an engineering problem to determine which s� is appropriate to achieve

the highest possible utilization while still guaranteeing the QoS for the extremal traÆc. To be

more speci�c, since every type of traÆc has a critical value s�, we choose the smallest s�, which

corresponds to the extremal traÆc. Since Lucent's CAC uses prede�ned types, there must exist

an extremal type among them. We can �nd s�j for this extremal type and use it as system critical

value s�. Thus, TAP or NEC's CAC can achieve the highest possible utilization with guaranteed

QoS. Figures 5 and 6 also raise a question: since introducing s� is enough to increase the utilization

while guaranteeing QoS, do we still need to calculate the loss-probability-to-over
ow-probability

ratio K? The answer is that if s� is not readily available, K is still needed to increase the utilization.

We notice that the lower bound of lossless equivalent bandwidth of a source is the sustainable cell
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rate, �s, of the source. This is because Equation (20) indicates that lossless equivalent bandwidth

must be greater than or equal to �s. We also notice that the lower bound of lossy equivalent

bandwidth of a source is the sustainable cell rate, �s, of the source. It can be seen from Equations

(43) and (44) that when s!1, kN ! 0. Thus, from Equations (46) and (47), we have ��H ! ��s
and ��L ! ��s, which means the source model becomes a Constant Bit Rate (CBR) source with

�p = �s = ��s. Therefore, the lower bound of lossy equivalent bandwidth of a source is the

sustainable cell rate, �s, of the source. So by increasing s, the maximum number of identical

connections that can possibly be admitted is the largest integer that is less than Cvbr=�s. It is

worth mentioning that another way to increase utilization is measurement-based admission control

[23].

Figure 7 shows that a large bu�er can increase the number of admissible connections for Mobi

traces. This suggests that Mobi sources (which are NS-VBR) can bene�t from a large bu�er size.

Figure 8 shows that the bu�er size has no e�ect on the number of admissible connections for Flower

Garden traces. This suggests that Flower Garden sources (which are S-VBR) cannot gain anything

from a large bu�er size. Figures 7 and 8 also shed some light on what traÆc types shared-memory

ATM switches may have an e�ect on.

From Figure 9, we have the following observations:

1) E�ective Bandwidth has the smallest admissible region.

2) MEB and Lucent's CAC have comparable performances. When the number of Flower Garden

connections is greater than 17, MEB performs a little better than Lucent's CAC. This suggests

that MEB performs a little better than Lucent's CAC when the number of S-VBR sources is large.

3) NEC's CAC performs better than E�ective Bandwidth when the number of Flower Garden

connections is greater than 11. It also performs better than Lucent's CAC when the number of

Flower Garden connections is greater than 20 and better than MEB when the number of Flower

Garden connections is greater than 23. This suggests that NEC's CAC performs better than MEB,

Lucent's CAC, and E�ective Bandwidth when the number of S-VBR sources is large. This is

because NEC's CAC is based on Gaussian approximation and Gaussian approximation assumes a

large number of connections, i.e., S-VBR sources in this example.

4) TAP even performs worse than E�ective Bandwidth when the number of Flower Garden

connections is within the range of 2 to 6. NEC's CAC performs worse than E�ective Bandwidth

when the number of Flower Garden connections is within the range of 2 to 10. This is simply

because there is no statistical multiplexing gain for TAP or NEC's CAC when the number of

Flower Garden connections, i.e., S-VBR sources, is small.

5) TAP performs better than NEC's CAC, MEB, Lucent's CAC, and E�ective Bandwidth when

the number of Flower Garden connections is greater than 9.

6) MSM always performs better than NEC's CAC, MEB, Lucent's CAC, and E�ective Band-

width. It almost always performs better than TAP when the number of Flower Garden connections

is within the range of 1 to 49. But when there are only Flower Garden connections, the maximum

number of connections that MSM can admit, i.e., 50, is 2 less than the one admitted by TAP, i.e.,
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52.

To evaluate the performance of various schemes under a very low CLR requirement, i.e., CLR<

10�9, we performed computations under the same environment as that in Figure 9. The results

shown in Figure 10 are similar to those shown in Figure 9, which corroborates the e�ectiveness of

the proposed TAP algorithm under various QoS requirements.

Although it has been shown that MSM has the largest admissible region, MSM introduces the

highest complexity (i.e., using both large deviation approximation and Gaussian approximation).

Therefore, we do not recommend MSM algorithm. Instead, we recommend the TAP algorithm for

CAC on high-speed ATM switches due to the simplicity and eÆciency of the TAP algorithm.

5 Conclusion

The main objective of our research is to address the practical aspects of implementing a CAC

on high-speed ATM switches. This motivates us to investigate the CAC schemes based on UPC

parameters, which are standardized by the ATM Forum.

In this paper, we have developed three CAC algorithms and compared their performances with

the CAC schemes in the literature. We have also discussed the worse-case traÆc model since our

CAC schemes are based on this model.

Our numerical investigations indicate that the loss-probability-to-over
ow-probability ratio tends

to decrease as the number of sources increases. Thus, the introduction of the loss-probability-to-

over
ow-probability ratioK opens a new way to increase resource utilization while still guaranteeing

QoS. Based on ratioK, we propose three CAC algorithms: TAP (TAgged Probability), MEB (Mod-

i�ed E�ective Bandwidth), and MSM (Modi�ed Statistical Multiplexing), which use the declared

UPC parameters from traÆc sources. Through analysis, simulation, and numerical investigation,

we �nd that

� Our TAP algorithm is simple and performs well for homogeneous sources and heterogeneous

sources under di�erent bu�er sizes and link capacities.

� Our MEB algorithm performs better than the E�ective Bandwidth method.

� Among all the CAC schemes under investigation, MSM has the largest admissible region.

This is because MSM uses both large deviation approximation and Gaussian approximation. Thus,

MSM also has the highest complexity.

� The utilization can be further increased for TAP and NEC's CAC when s (the ratio between

the maximum burst size Bs and the e�ective bu�er) is introduced. How to �nd the critical value

s� for a certain link capacity is an engineering problem. We suggest a method to obtain s� in the

paper.

Due to the simplicity and eÆciency of the TAP algorithm, we recommend the proposed TAP

algorithm for CAC on high-speed ATM switches.
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Figure 3: E�ect of the number of Mobi connections on ratio K.
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Figure 4: E�ect of the number of Flower Garden connections on ratio K.
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Figure 5: E�ect of the ratio s on the number of admissible connections for Mobi traces.
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Figure 6: E�ect of the ratio s on the number of admissible connections for Flower Garden traces.
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Figure 7: E�ect of the bu�er size on the number of admissible connections for Mobi traces.
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Figure 8: E�ect of the bu�er size on the number of admissible connections for Flower Garden
traces.
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CAC under CLR< 10�5.
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CAC under CLR< 10�9.
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