Queueing Theory 
· How to characterize a queueing system: 

1. the distribution of inter-arrival times 

2. the distribution of service times

3. the number of servers

4. the buffer size 

5. the population of customers 

6. the service discipline (FIFO, LIFO, priority, random order, etc.)

· Performance measure: 

· transient and steady state analysis

· distribution of delay, backlog

· moments of delay, backlog (e.g., average, variance)

· delay: queueing delay, sojourn time (time spent in a queueing system/node or a queueing network)

· idle period, busy period: distribution, moments (e.g.,average)

· Classes of queues: 

· Classical queueing analysis (iid case)

· M/M/m

· M/GI/m, GI/M/m, M/G/m, G/M/m 

· GI: renewal processes

· G: arbitrary stochastic processes, e.g., Markov processes.  Typically assume G is a stationary and ergodic process.

· GI/GI/m

· G/G/m 

· In some papers/books, G/G/m means GI/GI/m.

· Advanced queueing analysis (non-iid case)

· MMPP/MMPP/1

· LRD/MMPP/1

· MMFS/MMFS/1 (Large deviation theory result)

· LRD/MMFS/1 (Large deviation theory result)

· Delay and backlog are stochastic processes such as birth-death process, quasi-birth-death process, Markov chain. 

· M/M/K/B/P denotes that 1) the distribution of inter-arrival times is exponential; 2) the distribution of service times is exponential; 3) there are K servers; 4) the buffer size is B; 5) the population of customers is P. 

· Stability of queueing networks (queues do not go to infinity), stability of a network (control-theoretical perspective: Bounded input bounded output BIBO).   Prove TCP can achieve network stability. 

· For a scheduler, performance analysis and resource allocation are dual problems. 

· The problem of performance analysis is following:     

· Given a scheduler (e.g., GPS or EDF) and the allocated resource (e.g., bandwidth) for each flow, what is the QoS (e.g., loss probability or delay) experienced by each flow?    

· The purpose of performance analysis is to map the allocated resource to the QoS, given a specific scheduler.

· The problem of resource allocation is following:      

· Given a scheduler and the QoS requirement of each flow, how much resource is required to be allocated?   

· The purpose of resource allocation is to map the QoS requirements to the allocated resources.   It is an inverse problem of performance analysis.

· TCP 

· Three functions:

· Flow control: to avoid overwhelming the receiver buffer by using sliding window.

· Congestion control: to avoid clogging the network by reducing the transmission rate when there is packet loss.

· Error control: to recover packet error/loss by retransmission

· Advantage: simple since it combines three important functions together.

· Disadvantage: cannot distinguish packet loss due to buffer overflow, from bit error due to poor link quality.

· Service overlay networks

· A service overlay network is a network which is built on top of another network, and provides services to users.

· E.g., Internet can be regarded as an overlay network on top of digital transmission networks; the service overlay networks lately proposed are built on top of the Internet.

· Peer-to-peer (p2p) networks

· A network is called p2p network if each node in the network is both a server and a client.  

· The peer-to-peer paradigm is the opposite of the conventional client/server paradigm.  
· The term "peer-to-peer" (P2P) refers to a class of systems and applications that employ distributed resources to perform a critical function in a decentralized manner.   

· Typical P2P systems reside on the edge of the Internet or in ad-hoc networks.
· E.g., application layer overlay networks and mobile ad hoc networks can be regarded as p2p networks if each node in the networks is both client and server.

· E.g., file sharing and distributed computing are the services provided by p2p networks.

· There is some significant difference between p2p and commercial service overlay network.

· p2p comes from grass-roots users who want to build a fully anonymous/distributed system for sharing files, doing distributed computing, etc.

· Commercial service overlay networks (e.g., content delivery network) are built by commercial content delivery vendors (e.g., Akamai, Inktomi) where commercial grade reliability and performance is provided.

· Architectural-wise, p2p and commercial service overlay networking are also drastically different.

· Applications 

· How to analyze a two-leaky-bucket system, characterized by three Usage Parameter Control (UPC) parameters, the sustainable rate $r_s$, the peak rate $r_p$, and the bucket size $b_T$ (or maximum burst size).  Maximum burst size (MBS) is defined as the maximum size of a burst that can be sent at the peak rate.   The relation between MBS and the bucket size is MBS = b_T/(r_p - r_s).  Note that $b_T$ is for the bucket with the token rate at $r_s$ and the bucket with the token rate at $r_p$ has a size of zero.


Self similarity
· Four related concepts: 

· Self-similar process (could be either continuous-time process or discrete-time process)

· (Exact) second-order self-similarity 

· Define an aggregated process {
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· A process 
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· Asymptotic second-order self-similarity

· A process 
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· Heavy-tailed (long-tailed) distribution 

· A CDF F(x) is heavy-tailed if lim_{x goes to \infty} (1-F(x-y) )/(1-F(x)) = 1, for all $y \in R$.

· The tail of a heavy-tailed distribution function decreases to zero more slowly than any exponential, i.e., for a heavy-tailed random variable X, \lim_{x goes to \infty} P(X>x) * exp(a*x) = \infty, for all $a>0$.

· Subexponential distribution 

· A CDF F(x) is subexponential if \lim_{x goes to \infty} (1-F^{n*}(x) )/(1-F(x)) = n, for some (all) n>=2, where $F^{n*}(x)$ is the n-fold convolution of F.

· Theorem: A subexponential distribution is also a heavy-tailed distribution.  Where is the proof?

· Long-range dependence (LRD): 

· A process is long-range dependent if it has a non-summable autocorrelation, i.e., $\sum_{k=1}^{\infty} r(k) = \infty$.

· A process is short-range dependent (SRD) if its autocorrelation is summable, i.e., $\sum_{k=1}^{\infty} r(k) < \infty$.

· A self similar process must be LRD.  Where is the proof?



· Optimal smoothing: 

· The playout buffer at the receiver is like an equalizer, which makes the output have a constant delay w.r.t. the input (after the video encoder and before the shaper).   This is in contrast to the channel equalizer in communication theory, which makes the whole channel have a constant frequency response.

· What's the intuition of Burke's theorem?   

· From information theory perspective, we know exponential distribution is the distribution that maximizes the entropy under the constraint of fixed mean.   In Burke's theorem, the input has maximal entropy (with fixed mean) and the departure (system) also has  maximal entropy (with fixed mean); therefore, the output should also has maximal entropy (with fixed mean), that is, the output is exponentially distributed.


  Deterministic Service Definition. 

The notion of a traffic envelope, or arrival curve, has been widely adopted by the networking research community. Briefly, a traffic envelope is a function f(t) which bounds the amount of traffic crossing a boundary in all intervals of time of length t. The most popular example is where f(t) is equal to a constant plus a term proportional to t, which corresponds to a so-called "leaky bucket" traffic shaper. The notion of a traffic envelope has been incorporated into networking "standards," for example within the context of UPC (Usage Parameter Control) of the ATM standard, within the so-called "T-Spec" of the "Guaranteed" and "Controlled Load" service classes proposed by the integrated services (IntServ) working group of the IETF, and within the Differentiated Services (DiffServ) working group of the IETF. Related to acceptance of this traffic model, there has been a widespread interest in development of scheduling algorithms for provision of quality of service. For example, the popularity of the so-called "Weighted Fair Queueing" (WFQ) class of schedulers is attributable to the fact that hard delay bounds can be obtained if the arriving traffic is conformant to an envelope. One of the most important contributions obtained was the development of the concept of a service curve, which is central to a mathematical framework that some have called "network calculus." The modern concept of a service curve is somewhat analogous to the concept of the impulse response of a linear time invariant system. In particular, the departure process of a network element is bounded by the arrival process to the network element "convolved" with the service curve, where the convolution is defined within the so-called "min-plus" algebra. Essentially any scheduling algorithm can be described in terms of a service curve, and conversely scheduling algorithms can be synthesized to meet a service curve specification. The IntServ working group of the IETF has proposed using two parameter service curves within IP routers, configured using the RSVP protocol for signalling. The service curve concept may also prove useful within the context of DiffServ, where the service curve definition may be applied to traffic aggregates.



Use large deviation theory to analyze G/G/1 queue (or M/GI/1, D/GI/1, etc).   

We are not interested in the measures typically studied in a G/G/1 queue, such as the expectation of the backlog, or the distribution of the backlog; but we are concerned with the tail distribution of the backlog in the steady state.   What we need to know is the asymptotic log-moment generation function of the workload process. 



Assume a Bernoulli trial with size n and probability p.   Its limit distribution (for large n and small p) is Poisson distribution with parameter n*p.   For a Poisson process with rate n*p, the number of arrivals in an interval of length T is a Poisson random variable with parameter n*p*T.   



Erlang - a unit of traffic 

 An Erlang is a unit of telecommunications traffic measure.  Strictly speaking, an Erlang represents the continuous use of one voice path.  In practice, it is used to describe the total traffic volume of one hour.

Erlang unit  = n*p, where n is the number of calls, p is the probability of a line in use (or a call).   So basically, the Erlang unit represents the rate of a Poisson process.

For example, if a group of user made 30 calls in one hour, and each call had an average call duration of 5 minutes, then the number of Erlangs this represents is worked out as follows:

Hours of traffic in the hour = 30 x 5  / 60 (call-hours) = 2.5 Erlangs

In another way, n=30, p=5/60.

Traffic intensity \rho = 30*5/60= 2.5 Erlangs 

Erlang traffic measurements are made in order to help telecommunications network designers understand traffic patterns within their voice networks.  This is essential if they are to successfully design their network topology and establish the necessary trunk group sizes.

Erlang traffic measurements or estimates can be used to work out how many lines are required between a telephone system and a central office (PSTN exchange lines), or between multiple network locations.

_1099159639.unknown

_1099159737.unknown

_1099159598.unknown

